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Deregulation in the airlines industry may have possibly reduced the ability of employees to receive high wages in consequence of its promotion of the erosion of unionization competition. Recent work by Moore (1986), Card (1986), Cappelli (1985), and Niederhauser (1984) indicates that, by 1983, the growth of the nonunion sector in the airline industry and the absence of mechanisms such as industry-wide labor contracts in this industry weakened the bargaining position of organized labor as compared to their past position (Hendricks, 1980). Nevertheless, airline unions seem to have remained in a better bargaining situation than unions in other industries, for the wage findings of these studies indicate that airline employees continued to receive wages above the national average, even though organized labor accepted severe wage concessions after deregulation.

These findings, however, do not provide empirical evidence about the role after deregulation of the structure of the labor and product markets in wage determination, nor do they reflect the relationship of wage levels to employees' personal characteristics and the industry unemployment rate. This study examines how deregulation affects labor earnings, given the relevance of other wage determinants in the airline industry following deregulation.

WAGE DETERMINATION AFTER THE AIRLINE DeregULATION ACT OF 1978

Keefer (1981) has shown that after the 1978 Airline Deregulation Act entrance of nonunion competitors contributed to the decline in air fares. Competitive pricing behavior presents a situation such that high priced carriers are faced with declining profits and shrinking product market share, which diminish the likelihood of carrier setting an "excessive" labor costs to customers. Large numbers of labor bargaining units accustomed to enforcing uniform wage contracts across carriers further reduces the ability of airline unions to prevent widespread wage concessions is an increasingly competitive industry.*

Additionally, the response by the federal government of enforcing section 305 of the Taft-Hartley act to payoffs striking air traffic controllers most likely contributed to any erosion of union bargaining strength in airlines. Information presented in Table 1 show that the 1984 average weekly wage level for clerical workers employed in the airline industry, however, was 18.58 percent higher than the levels received by their counterparts in other industries. The mean wage airline wage premium was 19.38 percent for craft workers. These wage results for airline workers are consistent with the mean wage findings of Moore (1986), Card (1986), and Cappelli (1985). Despite stepped up competition and the payoffs striking air traffic controllers it is possible, as Hendricks suggests, that high levels of union participation by employees other than air traffic controllers and high industry concentration may have stemmed the loss of bargaining power. In support of Hendricks' position Table 1 shows above average wage levels for airline employees, which may partially be a reflection of the union's advantageous bargaining position as compared to their counterparts in manufacturing.
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There are, however, many other factors beyond the product and labor market structure that are important in determining employees' earnings. Workers may, for example, receive relatively high wages after deregulation because their personal characteristics are highly valued by employers. 1977 and 1984 measures of the industry workforce characteristics presented in Table 1 indicate that the average age, mean number of hours worked per week, percentage of female workers, and proportion of nonwhite clerical workers in airlines are similar to other industries. The average age and mean number of hours worked are similar for craft workers in airlines and manufacturing, but a significantly large percentage of white males are employed as craft workers in airlines than in manufacturing. Usually these workers receive higher wage levels than workers belonging to other race-ethnic groups. The workforce in airlines though consists of a significantly greater percentage of clerical and craft workers who have more years of schooling than workers in manufacturing. Further, the comparatively healthy labor market conditions in this industry likely contributed to the maintenance of mean wage levels above the national average. The statistically lower 1984 unemployment rate of 3.9 percent compared to 7.4 percent for manufacturing industries is indicative of the relatively better labor market conditions for workers in airlines than in manufacturing.

On the other hand, compared to other industries, the airline industry is characterized as employing a large percentage of craft workers who are not married and hiring an above average proportion of workers in both occupations that work in the southern United States. These data are typically associated with low wage levels. The information presented in Table 1 indicates the need to disentangle the countervailing wage effects resulting from differences in the type of workers employed in the airline industry and in manufacturing as well as the differences in industry unemployment rates.

METHOD AND DATA

 Wage Estimation Procedure

Equation (1) is estimated to control for wage variation attributable to differences in workers personal characteristics and differences in industry unemployment rates. The estimation of this equation also allows measurement of the contribution of the above average degree of labor organization and industry concentration to the high wage levels in airlines before and after deregulation occurred. This wage equation is similar to the equation specified by Hendricks (1980), which he incorporates to measure the 1970 wage differentials between airlines and manufacturing workers. 2

\[
\ln\left( w_{ij} \right) = \beta_0 + \beta_1 X_{ij} + \sum_{k=1}^{K} \beta_k X_{kj} + \epsilon_i
\]

where, \( w_{ij} \) is the wage of the jth person who is employed to perform the duties specified by the job description for the ith occupation, and \( X_{ij} \) is the industry identification variable that equals one of the jth individual is employed in the airline industry and has the value of zero otherwise. \( X_{ij} \) indicates the jth job's personal characteristics when \( j = 1 \) has values from 2 to 7; when \( j = 2 \) equals 8 it indicates the geographic region where the individual is employed and indicates the average hours worked per week when it equals 9, it represents the industry unemployment rate when \( j = 10 \), and it identifies the market structure characteristics pertaining to the industry the jth individual is employed in when \( j = 11 \) to 12. Table 1 provides a list and definition of the personal characteristics and market structure variables incorporated in the wage level model. Mean and standard deviations of these variables are also included in Table 1.

The exponent of the estimate of the airline industry identification coefficient, \( \beta_0 \), less 1 is the estimated wage differential associated with employment in the airline industry. The accuracy of this statement can be confirmed by first depicting the wage determination of airline workers with the functional form \( w_{ij} = f(Z) \), where \( w_{ij} \) in the wage of the jth worker that is not employed in the airline industry and \( Z \) is a set of variables denoting the labor and product market conditions as well as the personal characteristics of the worker. If airline workers receive higher wages than other workers the wage
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of airline employees can be represented as follows:

\[ w_i = (1 + \delta)(Z) \]

where \( \delta \) is the percentage difference between airlines and other workers' wage levels. Therefore, the wage level for a group of airline workers and other workers that have similar personal characteristics and are employed in industries with similar market characteristics can be expressed as follows:

\[ w = (1 + \delta)(Z) \]

where \( \delta \) is a dichotomous variable equaling 1 if the employee works for the airline industry and 0 otherwise. Taking the natural log of both sides of equation (3) and expressing the equation in a stochastic form gives equation (4) shown below, which is analogous to Equation (1).

\[ \ln(w_i) = \ln((1 + \delta)(Z)) + \epsilon \]

where the estimate of

\[ B_1 = \text{ln}(1 + \delta), \quad \delta = x_{i}x_{i} \quad \text{and} \quad \ln((Z)) = \sum_{i} B_1 x_{i}x_{i} \]

Solving for the estimate of the wage differential between airline workers and other workers reveals that

\[ \delta = \exp(B_1) - 1. \]

**Data**

The three-digit standard industrial classification (SIC) and the two-digit census occupation classification for craft and clerical workers are the units of observation for the interindustry wage differential estimation. Examining wage levels of a more detailed occupation category would reduce wage variation resulting from differences in job duties, but observing wages of craft and clerical workers allows the use of a large sample population. This caveat is taken into consideration when interpreting the wage results of airline employees. The 3-digit SIC covers 75 manufacturing industries and airlines. The weekly wage level of full-time employees is used to estimate wage differentials. Full-time employees are classified as individuals reporting to work at least 35 hours a week for more than 47 weeks a year.

Information used to measure changes in airlines workers' wages were obtained from three sources. Data from the 1977 and 1984 March and May Current Population Survey (CPS) provide information about the personal characteristics, weekly wages, employment status, and geographic location of employment for 1168 clerical workers and 2102 craft workers in 1977, and for 1205 clerical workers and 1959 craft workers in 1984. These observation periods permit the comparison of labor activity before and after significant regulatory changes. Union participation estimates are calculated from CPS information. Industry concentration data are obtained from the 1977 and 1984 Census of Manufactures. The concentration indices are weighted averages, which use the value added shipment of 4-digit industries as weights. Industry concentration ratios are computed from data compiled in the 1977 and 1984 Air Transportation Annual Report. The Bureau of Labor Statistics provides data measuring industry unemployment rates.

**Possible Problems of Estimation**

An ordinary least squares (OLS) procedure is commonly used to estimate equation (1); however, this statistical technique may yield parameter estimates that are inefficient, or biased. Inefficient parameter estimates occur when using the OLS estimation procedure if the error terms associated with industries composed of a few large firms have larger variances than the error terms related with industries that comprise many small firms. Concentrated industries typically consist of a few large firms that vary in their ability to pay high wages whereas industries with many small firms are likely to pay competitive

---

**Airline Dereliction and Industry Wage Levels**

Equilibrium wage levels. The Goldfeld-Quandt F-scores are calculated for each occupation to test the validity of the hypothesis that OLS parameter estimates are inefficient. The 1977 F-scores are 1.29 for clerical and 4.99 for craft workers. 1984 F-scores are 1.47 for clerical workers, and 4.59 for craft workers. These statistical results do not support the hypothesis that the OLS estimates are inefficient. The low F-scores may be indicative of union wage contracts for large firms that stipulate uniform wages for workers with similar work experience and occupational status.

The possibility that the level of industry unionization, and concentration are correlated will result in imprecise estimations of these parameters. The positive correlation between concentration and unionization is the likely outcome of the relative ease of organizing industries that consist of a few large firms. Condition indices for the explanatory variables' principal component are presented in Table 2 to provide information about the severity of the collinearity. The results indicate that for 1977 and 1984, other than the age-squared principal component, the value of the condition index for each occupation is less than 30. The 1977 index for the age-squared principal component is 71.50 for clerical workers, and 80.20 for craft workers. 1984 calculations reveal that this condition index (as 61.30 for clerical workers, and 86.24 for craft workers. Belsey (1985) indicates that a condition index value over 30 combined with the principal component of the index attributing to over 50 percent of the variance for two or more coefficients suggests the existence of harmful levels of collinearity. The age-squared principal component, however, is only associated with over 50 percent of the variance of the age coefficient. This nonexistence evidence for harmful collinearity may be the outcome of the large sample size and the inclusion of other relevant wage determinants in the wage equation.

It has been argued that union coverage is not exogenously determined in the wage model. Besides providing a situation where workers are likely to be paid high wages, unions may find it easy to organize high wage industries. If this is the case, then the OLS estimation procedure will overstate the unionization wage effect. A regression specification error test (RESET) is used to investigate the existence of harmful collinearity. This procedure also tests for the omission of variables and the misspecification of the functional form of the equation. The RESET F-scores for clerical workers are $.722$ for 1977 and 1.0982 for 1984. Results of the RESET procedure for craft workers are 4.96 for 1977 and .32 for 1984. These statistical results do not support the hypothesis that the OLS estimates are biased. It is likely that the inclusion of wage determinants other than the level of industry unionization are comprehensive enough to yield unbiased estimates of the union coverage parameter.

**Table 2** Measures of Collinearity

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Airline</td>
<td>2.77</td>
<td>2.60</td>
<td>2.65</td>
<td>2.60</td>
</tr>
<tr>
<td>Married</td>
<td>3.10</td>
<td>3.19</td>
<td>2.74</td>
<td>2.82</td>
</tr>
<tr>
<td>Gender</td>
<td>3.95</td>
<td>4.22</td>
<td>3.10</td>
<td>3.15</td>
</tr>
<tr>
<td>Race</td>
<td>4.65</td>
<td>4.54</td>
<td>3.13</td>
<td>3.19</td>
</tr>
<tr>
<td>South</td>
<td>9.83</td>
<td>6.08</td>
<td>7.30</td>
<td>6.32</td>
</tr>
<tr>
<td>Age</td>
<td>47.94</td>
<td>46.5</td>
<td>31.25</td>
<td>31.61</td>
</tr>
<tr>
<td>Age-Squared</td>
<td>31.50</td>
<td>81.30</td>
<td>80.20</td>
<td>86.24</td>
</tr>
<tr>
<td>Schooling</td>
<td>11.32</td>
<td>10.14</td>
<td>11.03</td>
<td>9.89</td>
</tr>
<tr>
<td>Hours</td>
<td>13.19</td>
<td>24.11</td>
<td>16.94</td>
<td>18.14</td>
</tr>
<tr>
<td>Unemployed</td>
<td>9.09</td>
<td>7.66</td>
<td>15.56</td>
<td>14.33</td>
</tr>
<tr>
<td>Unite</td>
<td>14.17</td>
<td>10.66</td>
<td>10.54</td>
<td>9.96</td>
</tr>
<tr>
<td>Industry Concentration</td>
<td>10.87</td>
<td>12.98</td>
<td>12.65</td>
<td>12.55</td>
</tr>
</tbody>
</table>
CHANGES IN INTERINDUSTRY WAGE DIFFERENTIALS

Estimated wage differentials for 1977 between airline and other workers that control for differences in workers' personal characteristics, their region of workplace, the number of hours they work a week, and the industry unemployment rate where they are employed are presented in column 2 of Table 3. All of the coefficient estimates for the explanatory variables have the expected signs for both occupations. Other than the wage variation resulting from differences in race and marital status for clerical workers, the coefficients are statistically significant. Coefficients measuring the relationship of wage levels with employees' marital status, age, years of education, hours worked per week and gender are statistically significant for craft workers. Wage results for 1977 also indicate that the sign of the parameter estimates measuring the relationship of wage levels with the industry unemployment rate and workers' region of workplace are negative and statistically significant for both occupations.11

After controlling for the differences of the personal characteristics of workers, their region of workplace, their hours worked per week, and the industry unemployment rate where they work, the difference between the wage levels of airline workers and other workers fell from a mean wage differential of 34.60 percent higher airline wage levels to 17.14 percent higher wage levels for airline clerical workers. Similarly, after considering these wage determinants, the differential between airline employees classified as craft workers and their counterparts in manufacturing fell from a mean wage difference of 33.78 percent to 23.55 percent. The compression of the difference between airlines and other workers wage levels supports the view that the mean wage measurement overstates this wage differential. The estimation results also indicate that in 1977, airline workers received statistically significant higher wages than similar workers employed in industries with similar economic conditions, suggesting that factors beyond differences in workers' personal characteristics, their region of workplace, and the unemployment rate in the industry where they work contributed to the high-wage national-wage position in airlines.

Column 3 of Table 3 provides the 1977 wage estimation results after also considering interindustry variation of the labor and product market structure. Coefficient estimates measuring the relationship of wage levels with union participation rates and industry concentration levels are positive and statistically significant. This finding supports the assertion that highly unionized industries consisting of a few large firms are more likely to grant organized workers high wages.12 Including the market structure variables in the wage estimation procedure results in a reduction of the airline wage premium for clerical workers from 17.14 to 13.38 percent for clerical workers, and 23.55 to 19.72 percent for craft workers. The smaller airline wage premium estimates indicate that high national levels of union participation and industry concentration attributes to the higher wage levels of airline workers in 1977. Although airline wage premiums are smaller when interindustry differences in the union participation rates and product market structure are considered, the differences between the wage levels of airlines and other workers are statistically significant. This wage finding comports well with the hypothesis that an industry, such as the airlines, that receives rate regulation where commissions set minimum fares is less resistant to union wage demands.13

Column 4 of Table 3 reveals that in 1984 the difference between the wage levels of airline workers and other workers fell when the interindustry variation of employees' personal characteristics, location of employment and industry unemployment rate were considered. The coefficient estimate of these wage determinants are statistically significant with the expected signs. Except for the increased statistical significance of marital status and the declining significance of the unemployment rate, the 1984 coefficient estimates for clerical workers' personal characteristics and region of workplace are similar to the 1977 estimates. All the explanatory variables are significant for craft workers for both years. A comparison of the 1977 and 1984 wage estimates indicate that the high wage levels of airline employees relative to other workers with similar characteristics fell from percentage differentials of 23.55 in 1977 to 6.99 in 1984 for craft workers and the same measurement fell from 17.14 to 11.12 for clerical workers. After pooling information from the 2 observation years, the comparison of the 1977 and 1984 airline wage premium for workers with similar characteristics indicates that the compression of the wage premium is statistically significant for craft workers but not for clerical workers.14 In the sample population most
clerical workers employed in the airlines industry are ticket reservation agents. It may be the case that their job responsibilities command higher wages than their counterparts employed in other clerical positions. Ticket reservation agents are not employed by non-airline industries in the sample population.

\section*{Summary and Conclusions}

Earlier work by Hendricks (1980), using data for 1976, finds that airline workers received above average wages and that the characteristics of the workforce, and the higher levels of union participation and industry concentration were major factors contributing to this wage position. Results of this study support his findings. Moore (1986), Cappell (1987) and Northrup (1984) find that, by 1983, the mean wage level in airlines was still substantially higher than the national average. 1984 findings from this study suggest that the employment of workers with more years of schooling and being better off than average economic conditions, as measured by the low unemployment rate, in airlines provide good explanations for the high national wage levels in this industry. This is the expected wage level outcome of deregulation. However, as Hendricks predicted, the 1984 findings also substantiate that in a highly concentrated industry with a large number of organized workers, employees could continue to receive above average wages after deregulation. Even though these industry characteristics contribute to the high wage level position of the airlines industry, since 1984 airline workers received wages similar to their counterparts in other highly concentrated and unionized industries. Airline employees' inability to maintain their high wage position over ever industries with similar labor and product market structures may be indicative of the lack of industry-wide labor contracts in this industry and the federal government's less lenient response to strikes by air traffic controllers.

\section*{Notes}

1. The average profit margin of the major domestic carriers fell from a high of 25.3 percent in 1985 to a low of 4.8 percent in 1982. The declining profit margins that followed deregulation reveals the vulnerability of these carriers to over-expansion.

2. "The problem of airline deregulation, air carrier wars were covered by the Railway Labor Act, which required collective bargaining representation by employee "craft or class." The provisions of this act were administered by the National Mediation Board. Under this administration labor relations in airlines were characterized by companion
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Penalty Schedules and The Optimal Speed Limit

Ricardo J. Rodriguez*

In the absence of restrictions some drivers choose speeds exceeding what would be strictly optimal, since they capture the benefits of increased speed; the cost, however, such as damage to third parties, is borne by others. Given this externality, imposing a speed limit may increase social welfare. Inducing individual drivers to comply with the speed limit requires enforcing mechanisms, such as policing and penalties for violations. While the policing mechanism has been discussed by Lee [12], little attention has been devoted to analyzing driver response to a given penalty structure. This is surprising given that the broader problem of criminal behavior in response to punishment has been dealt with in the literature on economics of crime, pioneered by Becker [2].

This paper incorporates the penalty schedule associated with the enforcement of a speed limit into the analysis of speed choice. We show that certain penalty schedules may induce some drivers to increase speed, relative to their unrestricted choice. A similar phenomenon has been documented by Block and Haines [4] and Dickens [8] in the context of rational criminal behavior. Dickens [8], for example, shows that increasing the severity of punishment may increase the crime rate, a conjecture proposed by Akers et al. and Dickens [1]. However, if the penalty schedule is well structured it is possible to induce all drivers to obey the speed limit. This raises the question of the socially optimal speed limit. Lee [12] suggests that the limit be set as low as possible. In contrast, our analysis indicates that when total compliance is desired, a specific socially optimal speed limit may be identified.

Early studies of the optimal speed limit and the related question of individual speed choice focused on determining the benefits and costs of the 55 mph limit. Castilla [5] and Forrester, McNown and Singell (FMS) [9] conclude that the costs outweigh the benefits, while Clotfelter and Hahn [6] and Miller [13] conclude the opposite. In a natural extension, Jendrow, Bower, and Levy [10] developed and tested a model of the optimal speed limit. These papers, however, did not discuss the effects of policing and penalty schedules. Lee [12] explicitly includes policing costs and concludes that the speed limit should be set as low as is politically feasible. The penalty schedule is, however, taken as given in this model. This paper shows that the structure of the penalty schedule is essential for understanding driver behavior.

This model is based on the assumption that "speed kills"; that is, the probability of suffering a fatal accident is solely a function of the driver's speed. Recently, Lave [11] provided empirical support for the conjecture that "violence kills, not speed." He found that the cross-sectional dispersion of speeds, not the average speed, is positively correlated with the fatality rate. Although it seems paradoxical, our assumption is consistent with Lave's [11] findings. Under a plausible functional form for the probability of a fatal accident, we show that the average speed will not affect the fatality rate, even if driver speed is the only variable determining the probability of an accident.

THE MODEL

Let each driver be risk-averse with a subjective utility function, U(T, F), where T = σ represents the time required to travel a distance d at speed v; and L = b ∧ v - FV - L = the monetary fine imposed on a caught violator. The violator also loses an amount of time AT as a result of the ticketing process. Utility decreases with both T and F. The probability of an accident, σ(v), increases with
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