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**INTRODUCTION**

Many responses have been presented over the past fifteen years to the radical "policy ineffectiveness proposition" of the new classical school. The proposition implies that deviations of real economic activity from trend depend on deviations of actual from anticipated money over short periods of time but not on the anticipated part of money. One such early and influential response was that of Stanley Fischer [1977, 1980] wherein he demonstrates that the existence of multi-period wage contracts is sufficient to re-introduce an effective role for stabilization policy even if expectations are formed rationally. Despite the importance of his work, however, there exists no direct attempt to test the key implications of Fischer’s model even after more than a decade since its publication.

Perhaps the reason for the lack of such an attempt is the scarcity of necessary appropriate data; in Fischer's model, deviations of output from its natural rate depend on deviations of actual money from expected values formed several periods earlier. Indeed, fluctuations in output depend on expectations errors going back to the point in time at which the longest existing contract was drawn up. Unfortunately, such multi-period-ahead expectations pertaining to monetary aggregates are not readily available in the United States. There are a few such series, however, which have been formulated as necessary inputs into the operation of some large-scale structural forecasting models which date back to about 1970. One innovative aspect of this paper is the use of one of these series to estimate and test the explanatory power of a version of Fischer’s multi-period contracting model.

It is not enough, of course, to merely confront a plausible theory with the data by estimating the parameters of a model and considering its fit or significance level and the sign of various coefficients. A more persuasive approach is to subject the new model to a statistical test of its explanatory power relative to or in the presence of a leading alternative. For the purpose of providing just such an alternative, we employ a widely-known version of Lucas’s model based on one-period-ahead monetary misperceptions, as presented by Barro [1977, 1978] and Barro and Rish [1980].

In the following section, the two competing specifications for output and unemployment determination are presented in more detail. A non-censored model testing procedure appropriate for the particular models considered here is also put forth. The next section contains empirical results of the estimation and testing procedure. Monte Carlo evidence
regarding the small sample properties of the test statistic used is also presented. Lastly, there is a section summarizing the results.

**MODEL SPECIFICATIONS AND EVALUATION PROCEDURE**

This study first represents the Barro-type specifications for quarterly rates of output and unemployment as equations which include a distributed lag of eight one-quarter-ahead money growth forecast errors \(m_{it} - E_{it} m_{it}\) for \(i=0, \ldots, 7\) determining the dependent variable. Then, following Fischer's suggestion, we represent the competing specifications as equations having output and unemployment as functions of the one- through eight-quarter-ahead money growth forecast errors \(m_{it} - E_{it} m_{it}\) for \(i=0, \ldots, 7\). The distinction between the Barro and Fischer specifications is critical for, as Fischer states,

...it is very hard to argue that the Fed cannot use a monetary role that reacts within a period of two years to new information. If the two-year expectation is somehow locked in (for example, in labor contracts), then the Fed has ample time to act to affect the behavior of output. That does not mean it should act, but rather that it can systematically affect output. [1980, 320]

Thus it is anticipated that by reconsidering the performance of these two model specifications in light of newly available empirical techniques, we might further our understanding of the roles that both nominal contracting and informational confusion play in the generation of the business cycle.

Fischer did attempt to provide support for his contracting-based model of output by adding a measure of unanticipated growth over two years to Barro's yearly output equation. He observes that "adding the variable \(\sigma\) to the Barro equation reduces the sum of squared residuals" by about 12 percent, while "if the current value of the DMR variable is then deleted from the regression, the sum of squared residuals rises only slightly" by about 1 percent. While this evidence is suggestive of the importance of nominal rigidities, formal F-tests still lead Fischer to "conclude that the data cannot tell us whether only one-year ahead or only two-year ahead errors in predicting money or both contribute to explaining the behavior of output." [1980, 235] This is, as Fischer is aware, due to the inability to identify any significant independent effect that the various experimental errors have on output. Thus, alternative techniques are needed if a conclusive evaluation of the relative significance of such competing explanations is to be conducted.

Davidson and MacKinnon [1981], Bernanke, Bohn and Reis [1988] and many others have developed and refined procedures first proposed by Cox [1961, 1962] and implemented by Pesaran [1974], to test a specified model when there exists a non-nested alternative. This paper employs a slight generalization of Bernanke, Bohn and Reis's [1988] extension of Davidson and MacKinnon's [1981] P-test to the situation where errors are serially correlated (yielding their P2-test). Our modification is necessitated by the presence of second-order serial correlation in both Barro and Nash's [1980] results and our estimates of identical equations on different data.

In order to define terms and describe our empirical procedure, suppose we take as the null hypothesis Barro's model of output, written as

\[
y_t = f(X_t; \alpha) + \mu_t,
\]

where \(\mu_t\) denotes the log of output in quarter \(t\) and where

\[
f(X_t; \alpha) = \alpha_0 + \alpha_1 f + \alpha_1 G_t + \sum_{i=0}^{7} \alpha_i (m_{it} - E_{it} m_{it})
\]

and

\[
\mu_t = P_0 \mu_{t-1} + P_1 \mu_{t-2} + \epsilon_t
\]

with \(Q_t\) representing the log of real federal purchases of goods and services and \(t\) a time trend. The error term, \(\epsilon_t\), like \(\sigma\) and \(\tau\), below, is assumed to be normally and independently distributed with a zero mean and constant variance. As the competing alternative, we express Fischer's model as

\[
y_t = g(Z_t; \beta) + \mu_t
\]

where

\[
g(Z_t; \beta) = \beta_0 + \beta_1 f + \beta_1 G_t + \sum_{i=0}^{7} \beta_i (m_{it} - E_{it} m_{it})
\]

and

\[
\mu_t = P_0 \mu_{t-1} + P_1 \mu_{t-2} + \epsilon_t
\]

Letting carets (\(^\wedge\)) denote non-linear least estimators, the Davidson-Mackinnon P-test is conducted by estimating the auxiliary equation

\[
y_t - f(X_t; \hat{\alpha}) = \delta(g(Z_t; \hat{\beta}) - f(X_t; \hat{\alpha})) + \hat{P}_1 \beta + \epsilon_t
\]

where \(\hat{P}\) denotes the derivatives of the model under the null (Barro's) hypothesis with respect to the \(\alpha_i\)'s and \(\mu_{t-2}\) evaluated at the least-square estimates. More explicitly, if we express the Barro output model given above as

\[
y_t = \alpha_0 + \alpha_1 f + \alpha_1 G_t + \sum_{i=0}^{7} \alpha_i (m_{it} - E_{it} m_{it}) + \sum_{i=0}^{7} \alpha_i (m_{it+1} - E_{it+1} m_{it+1}) + \mu_t
\]

we can see that the components of the vector \(\hat{P}\) include:

\[
\begin{align*}
\frac{dy}{d\alpha_0} &= 1 - \hat{P}_{0}\hat{\alpha}_0 - \hat{P}_{1}\hat{\alpha}_1; \\
\frac{dy}{d\alpha_1} &= f - \hat{P}_{0}\hat{\alpha}_1 - \hat{P}_{1}\hat{\alpha}_2; \\
\frac{dy}{d\alpha_i} &= \frac{d}{d\alpha_i} \sum_{j=0}^{7} \alpha_j (m_{it+j} - E_{it+j} m_{it+j}) + \hat{P}_{0}\hat{\alpha}_i - \hat{P}_{1}\hat{\alpha}_{i+1}; \quad i = 0, \ldots, 7
\end{align*}
\]
The P-test procedure now calls for testing the validity of the null hypothesis by considering whether \( \hat{b} \) is significantly different from zero. Davidson and MacKinnon [1981] prove that if equations (1) and (2) represent the true model, then the distribution of the ratio of the estimated coefficient \( \hat{b} \) to its standard error converges to the standard normal distribution as the sample size increases indefinitely. If the t-ratio for \( \hat{b} \) exceeds 1.96, we would then normally conclude that the null hypothesis embodied in equations (1) and (2) is rejected in favor of the alternative specified by equations (3) and (4).

As Davidson and MacKinnon [1981] point out, a test of the Fischer model can be carried out against the Barro alternative simply by reversing the role that each model plays in the above procedure. In the reversal, a significant estimate of \( \hat{b} \) is an indication that one should favor the informational confusion explanation of the business cycle over the multi-period contracts story. If \( \hat{b} \) is not significant in either equation, the result is akin to collinearity; the data do not suffice to distinguish between the two models. If \( \hat{b} \) is significant in both cases, the result may be a spurious one due to small sample biases in the testing procedure (see below) or it may be that the true model contains elements of each of the competing alternatives.

This test procedure is, as are most specification tests for non-nested models, an asymptotic test with small sample properties which are generally unknown. However, a number of studies of the small-sample properties of these tests find, on the basis of Monte Carlo simulations, a prevalent bias towards too high a probability of rejecting a true null hypothesis; that is, the probability of type I error or the size of the test is high relative to the asymptotic or nominal size.

We conducted Monte Carlo simulations designed to generate evidence on the significance levels associated with those tests which, on the basis of an asymptotic critical value of 1.96, lead us to reject the null hypothesis. Paralleling the method used by Bernanke, et al. [1986], we used the estimated parameters, including the autoregressive coefficients and the standard error, and the explanatory variables of the null hypothesis to generate 1000 normally-distributed independent sample realizations for the dependent variable in each case studied. These sample realizations were then used to conduct the P-test as outlined above, thereby generating 1000 values for our test statistic. While the empirical distribution of these values should then approximate the small-sample distribution of the test statistic under a true null, our concern was only with the properties of this distribution at the upper tail. As a summary of the small sample size of our test, the proportion of times the simulation yields a value for the t-statistic which is greater than that which we actually found is presented. This we interpret as being the estimated probability of attaining as high a t-statistic value as we got when the null hypothesis is true. If this probability is less than 0.05, we conclude that the alternative specification under consideration does indeed reject the null hypothesis at the standard level of confidence, hence the above procedure using unemployment as well as the measure of real economic activity.

Also, the tests were conducted on both output and unemployment models using data on the natural rate for each of these real aggregates rather than implicitly assuming a linear time-trend for potential output and a constant natural rate of unemployment.

**EMPIRICAL RESULTS**

Data on projected money supply levels for the current period through seven quarters ahead were available for the period 1970:2 through 1979:4. From this, annualized expected growth rates for the next x quarters, for x = 0, 1, ... , 7, were generated for each of the sample periods, thus allowing us to estimate the models over the period 1972:2 to 1979:4 (seven lags on the expectation variables were used as well as the second-order autoregressive error process, resulting in nine periods being excluded from the beginning of the sample). Actual money growth rates for corresponding time spans were based on revised data, and k-period-ahead expectation errors (at annual rates) were then the difference between actual and expected money growth rates.

The Chase measure of expectational errors may be criticized as being unrepresentative of aggregate errors since they are realizations of a sample of size one. However, we feel the use of these errors offers certain advantages over alternative measures. The econometric difficulties that arise when generated errors such as those used by Barro and Rush are well-documented, but above all, the use of actual forecasts allows for the possibility that shifts in the expectations formulation process occur during our sample period. Thus Lucas’s [1976] critique of the econometric estimation of models involving rational expectations is less likely to be germane. Furthermore, an empirical comparison of the one-period-ahead errors used here to those contained in Barro and Rush [Table 2.3] favors the Chase measure in terms of the magnitude of these errors. For the period 1970:2 to 1976:1, the period for which we have overlapping measures on both errors, in terms of annualized percentage growth rates, both the root-mean-squared errors (1.0% vs. 2.1%) and mean absolute errors (1.6% vs. 1.8%) indicate that the Chase forecasts performed better than the equation used by Barro and Rush to generate their DMRI series. In addition, in a study comparing the forecasts of Chase, Data Resources, Inc., and Wharton REA, McNees [1978, 41] finds that in terms of the mean absolute errors in current dollar terms, Chase does as well as DRI and better than Wharton. Thus, for both methodological and empirical reasons, the results found here may be more credible by virtue of our use of these data on expectations than if alternative measures had been employed.

The other data required, y, U and G, are taken to be U.S. figures for the log of real GNP (in 1972 dollars), the total labor force unemployment rate, and the log of real federal government purchases of goods and services, in order to approximate Barro and Rush’s [1980] specification as closely as possible. Results of the estimation of the two competing models are given in Table 1 (using the original specification of the equations) and Table 2 (using the Bureau of Economic Analysis’s measures of the natural rate).

It should be noted that the results in the first column of Table 1 are very comparable to those in Barro and Rush’s [1980] Table 2.1, Column (3), both in terms of the size of the coefficient estimates and the estimate of the standard error of the regression, despite the shorter sample period. In addition, the use of actual measures of the natural rate do not noticeably alter the estimation results for either of the models of output. Although some point estimates are affected in the unemployment models, the pattern on the money error terms and the overall fit of the models are not.

In all four versions of the Fischer model, the largest coefficients appear on expectational errors dating back six and seven quarters. This means that misperceptions of money growth rates 17 to 20 months ahead are the most important factors affecting real variables. This leaves plenty of time for announced policy actions (and anticipated
### Table 1: Models Estimated on Original Data

<table>
<thead>
<tr>
<th>Variable</th>
<th>Output Models</th>
<th>Unemployment Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Barro Model</td>
<td>Fischer Model</td>
</tr>
<tr>
<td>e</td>
<td>6.97 (142.8)</td>
<td>7.00 (355.8)</td>
</tr>
<tr>
<td>t</td>
<td>0.009 (4.53)</td>
<td>0.097 (9.46)</td>
</tr>
<tr>
<td>G</td>
<td>0.069 (0.59)</td>
<td>0.081 (1.24)</td>
</tr>
<tr>
<td>G_Gy</td>
<td>7.68 (1.29)</td>
<td>-0.93 (-0.29)</td>
</tr>
<tr>
<td>um0</td>
<td>0.07 (2.42)</td>
<td>-0.14 (-0.29)</td>
</tr>
<tr>
<td>um1</td>
<td>0.25 (1.22)</td>
<td>0.03 (0.46)</td>
</tr>
<tr>
<td>um2</td>
<td>0.20 (1.00)</td>
<td>0.08 (0.8)</td>
</tr>
<tr>
<td>um3</td>
<td>0.28 (0.88)</td>
<td>-0.29 (-1.75)</td>
</tr>
<tr>
<td>um4</td>
<td>0.17 (0.51)</td>
<td>0.08 (0.41)</td>
</tr>
<tr>
<td>um5</td>
<td>0.01 (0.04)</td>
<td>0.47 (1.31)</td>
</tr>
<tr>
<td>um6</td>
<td>0.13 (0.53)</td>
<td>1.13 (4.54)</td>
</tr>
<tr>
<td>um7</td>
<td>0.91 (0.08)</td>
<td>-0.07 (-0.37)</td>
</tr>
<tr>
<td>p1</td>
<td>1.37 (6.39)</td>
<td>1.56 (9.71)</td>
</tr>
<tr>
<td>p2</td>
<td>-0.55 (-2.41)</td>
<td>-0.76 (-4.64)</td>
</tr>
<tr>
<td>s.e.</td>
<td>0.010754</td>
<td>0.007097</td>
</tr>
<tr>
<td>DW</td>
<td>2.14</td>
<td>2.39</td>
</tr>
</tbody>
</table>

- t statistics in parentheses
- columns corresponding to Barro models, G = m_G, G = G
- columns corresponding to Fischer models, um = m_umb, um = umB
- s.e. = standard error of the regression
- DW = Durbin-Watson Statistic

Money changes to affect output and unemployment.

The coefficient on unexpected money growth based on expectations formed two months earlier is positive and statistically significant at conventional levels in both the unemployment equation versions of the Fischer model and is negative in both, and significant in one of the output versions. This implies that over this time period unexpected increases in money growth reduce real economic activity. There is a substantial literature linking unexpected rises in money to very rapid rises in interest rates during both the 1970s and the 1980s (Urlich and Wachtel, 1981; Cornwell, 1983a, 1983b; and Nichols, Small, and Webster, 1988), although there is no agreement on the mechanism except that it involves expectations. A linkage such as this could explain our coefficients if increases in unexpected money raised real interest rates and thus decreased output via a Keynesian mechanism. This phenomenon is not a part of the Fischer model but neither is it necessarily in conflict with it. In any case, the impact elasticity of either output or unemployment with respect to money in the Fischer model is the sum of the eight coefficients on the unexpected money growth terms. These elasticities are 1.29 and 1.37 for the output equations and -0.15 and -0.63 for the unemployment equations. The likelihood ratio test statistics for the hypothesis that the sums are zero are 15.17.

### Table 2: Models Estimated on BEA Data

<table>
<thead>
<tr>
<th>Variables</th>
<th>Output Models</th>
<th>Unemployment Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Barro Model</td>
<td>Fischer Model</td>
</tr>
<tr>
<td>G</td>
<td>0.107 (1.11)</td>
<td>0.131 (2.15)</td>
</tr>
<tr>
<td>G_Gy</td>
<td>0.12 (1.12)</td>
<td>-0.07 (-1.34)</td>
</tr>
<tr>
<td>um0</td>
<td>0.26 (1.61)</td>
<td>0.08 (1.13)</td>
</tr>
<tr>
<td>um1</td>
<td>0.18 (0.9)</td>
<td>0.08 (0.77)</td>
</tr>
<tr>
<td>um2</td>
<td>0.25 (0.99)</td>
<td>-0.29 (-1.63)</td>
</tr>
<tr>
<td>um3</td>
<td>0.12 (0.5)</td>
<td>0.16 (0.74)</td>
</tr>
<tr>
<td>um4</td>
<td>-0.01 (-0.05)</td>
<td>0.56 (2.09)</td>
</tr>
<tr>
<td>um5</td>
<td>0.12 (0.61)</td>
<td>0.07 (3.36)</td>
</tr>
<tr>
<td>um6</td>
<td>0 (0)</td>
<td>-0.02 (-0.06)</td>
</tr>
<tr>
<td>um7</td>
<td>1.4 (8.66)</td>
<td>1.43 (8.25)</td>
</tr>
<tr>
<td>s.e.</td>
<td>0.010007</td>
<td>0.007427</td>
</tr>
<tr>
<td>DW</td>
<td>2.14</td>
<td>2.21</td>
</tr>
</tbody>
</table>

See notes from Table 1.

### Table 3: P-Test Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Barro null vs. Fischer alternative</th>
<th>Fischer null vs. Barro alternative</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.986 (4.78)</td>
<td>0.212 (0.5)</td>
</tr>
<tr>
<td></td>
<td>0.998 (5.73)</td>
<td>0.238 (0.54)</td>
</tr>
<tr>
<td></td>
<td>0.927 (4.19)</td>
<td>0.394 (1.07)</td>
</tr>
<tr>
<td></td>
<td>0.914 (5.16)</td>
<td>0.606 (2.99)</td>
</tr>
</tbody>
</table>

1. Models estimated on original data.
2. Models estimated on Bureau of Economic Analysis data.

14.79, 22.78, and 23.70 respectively. Under the null hypothesis, these statistics would be asymptotically distributed as chi-square with one degree of freedom. The fact that the coefficients often change signs as the horizon changes is likely to be attributable to multicollinearity, as the multi-period-ahead exportation errors overlap each other.

In addition, we may notice that in all cases the multi-period contracting model has a
TABLE 4a  
Monte Carlo Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Barro null vs. Fischer alternative</th>
<th>Fischer null vs. Barro alternative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output 1</td>
<td>0.035</td>
<td>NA</td>
</tr>
<tr>
<td>Unemployment 1</td>
<td>0.006</td>
<td>NA</td>
</tr>
<tr>
<td>Output 5</td>
<td>0.047</td>
<td>NA</td>
</tr>
<tr>
<td>Unemployment 2</td>
<td>0.009</td>
<td>0.302</td>
</tr>
</tbody>
</table>

1. Models estimated on original data.  
2. Models estimated on Bureau of Economic Analysis data.  

lower standard error than does the comparable new classical specification, which is suggestive evidence in favor of these models, but which is also the sort of claim which needs to be supported by exacting statistical tests. This was the purpose of the next step of the procedure.

Each of the four sets of competing models was used to generate the transformed variables needed to conduct the F-test according to equations (7a) through (7e) above. This was done twice, first taking the Barro-type specification as the null hypothesis and Fischer's multi-period contracting model as the alternative, and then again with the roles reversed. The estimates of and corresponding t-statistics (in parentheses) for each of the eight tests are given in Table 3.

If these t-ratios actually could be treated under the null hypothesis as random draws from a standard normal distribution, they would constitute strong evidence for rejection of the Barro model (though the Fischer model would also be rejected in one case out of four). However, the Monte Carlo studies cited in note 9 above strongly suggest that with a small sample such as this one the test statistic may not be treated this way. Thus, we turn to our simulation analysis. Table 4 presents the relative frequency with which the Monte Carlo simulations rejected a true null hypothesis with t-ratios greater than those in Table 3. These values thus represent the estimated area in the upper tail of the distribution of our test statistic under a true null hypothesis. If the statistic in Table 4 is less than 0.05, the corresponding t-statistic in Table 3 is large enough that we estimate it would occur by chance less than five percent of the time if the null hypothesis were true. The only case of an apparent false rejection of a true null is the one where the Barro alternative rejects the Fischer null. We estimate that in that particular case, there is a probability of 0.02 percent of observing a t-statistic larger than 3.28 when in fact the Fischer model is true. All other cases yield estimates of the probability of a false rejection of a true null below 5 percent, the conventional level of significance. Indeed this evidence suggests that in both of the unemployment equation cases, the rejection by Fischer's model of the Barro model achieves a 95 percent level of confidence.

On the basis of their ability to explain the residuals of the alternatives, these results strongly favor the model which explicitly accounts for the existence of multi-period contracts, over an important and well-known alternative. This conclusion is significant as it represents not only the first attempt to confront the Fischer model with data, but also the first evidence that such a model explains the data quite well. As the theoretical justification for this empirical specification has been clearly articulated by Fischer and others, the results here also emphasize the importance of nominal rigidities as a mechanism by which monetary changes are transmitted to the real economy.

SUMMARY AND CONCLUSIONS

We have utilized multi-period ex ante expectations data on the old M1 money supply to estimate the parameters of a model, suggested by Fischer, in which money affects real variables only through multi-period errors in anticipations. We have tested this model against an alternative, first tested by Barro, in which money affects real variables only through current and lagged single-period errors in anticipations. Previous work on the Barro model has involved the use of a second equation to generate monetary anticipations, but we have used ex ante anticipations for both models.

The test we used is a version of Davidson and MacKinnon's P test, in which a non-linear equation is linearized and then the predictions from an alternative model are added as a single extra variable. In our case, the non-linearity in the model arises because of second order serial correlation of the errors. Because we suspect that the small sample properties of the test lead to excessive rejection of the null hypothesis, we carried out random sampling experiments. These were intended to tell us whether the test statistics that we obtained are large enough to be unusual if the null hypothesis were true. We found that it is possible to reject the Barro model at conventional levels of confidence. However, we also found that when the Fischer model is used as the null hypothesis, it can not be rejected at conventional levels. We conclude that this evidence indicates that the Fischer model is superior to the Barro model. That is, multi-period expectations errors which capture the effects of long-term contracts represent important explanatory variables in models purporting to explain the business cycle. This conclusion supports the notion that systematic monetary policy can have an effect on real variables, although it does not address the issue of whether it should be used.

We would like to thank Robert Basmann for comments on an earlier draft.

NOTES

1. Other authors have presented similar arguments based on various nominal rigidities, including Phelps and Taylor (1977) and Taylor (1979, 1980).
2. As Bernanke, Lehn, and Reis (1988) state: "in addition to or in place of the discrimination criteria used before, specifications should be evaluated by how well they can explain misallocations in alternative models." (1988, 354).
3. We do not find the evidence presented by some authors to empirically refute the Barro and Rush (1980) study to be conclusive. A discussion of some of the most well-known of these studies is contained in an appendix available from the authors. In any case, the Barro and Rush model is an important and attractive alternative, especially in light of the difference between its implications regarding the efficacy of stabilization policy and those of the Fischer model. Econometric alternatives are usually presented in multi-equation form, although Pesaran (1989b, 1988)
and Rush and Waldo [1988] conduct comparisons of single-equation specifications of Keynesian consumption models. Nonetheless, it is not clear whether or not the series represent an alternative to the Fischer model in the sense that they necessarily conflict. Real Business Cycle models, on the other hand, are not generally presented in regression form but are instead calibrated and their ability to simulate actual data then assessed.

4. The notation $m_t$ represents the difference between the log of money in periods $t-1$ and $t$. The term $E_m$ represents the expectation formed in period $t-1$ of $m_t$. Barro [1978] refers to Lucas [1972] and a draft version of Sargent [1978] to justify the use of lagged values of the difference between actual and anticipated money growth to explain current real variables.

5. Given Barro's rationalization mentioned in the above note for the appearance of the distributed lag of explanatory errors, we could consider a generalization of the Fischer specification which contains $\sum_{i=0}^{\infty} \gamma_i \Delta m_{t-i}$. This specification is recognized by Fischer himself (1977, 203, fn. 20).

6. Equations (1) and (2) correspond to the specification reported by Barro and Rush [1985, 39] in Table 2.1, Column (C). The specification in Table 2.1, Column (A), could not be used because there were no Mill, throughout our entire sample period. The equation with unemployment as the dependent variable, mentioned above, corresponds to Barro and Rush's Table 2.1, Column (B).

7. Regression with serially correlated errors were estimated using the Cochrane-Orcutt procedure with Micro TSP Version 6.5.


10. The power of these tests, that is, the probability of correctly rejecting a false null hypothesis, has been found by Bernanke, et al. [1988] to be quite high. Indeed, they find in their simulations that the P3 test never failed to reject a false null when the asymptotic size was 2.0 percent and when the true model had uncorrected errors, and only failed to properly reject 2.4 percent of the time when the data were highly correlated. See their Table 4, 515.

11. Again, Barro and Rush's [1986] specification was used. That is, $\log(G_2)$ is the dependent variable where $U$ is the total labor force unemployment rate, and $(G_2)$, the ratio of the levels of government spending and output, replaces $t$ and $G_2$, as explanatory variables. Eight explanatory error terms and a second-order autoregressive error specification are retained.

12. The theory underlying both the Barro-Rush and the Fischer specifications implies that deviations of output or unemployment from their natural rates occur because of monetary misperceptions and, perhaps, government spending. We fit our equations using data from the 1970s, during which it is very likely that the natural rates of output and unemployment could not reasonably be represented by a time trend or a constant. Data we use on the natural rates of output and unemployment are the middle-expansion trend figure calculated by the Bureau of Economic Analysis (BEA) and published in the Survey of Current Business (Holloway 1986). The dependent variable then becomes the difference between the log of the (actual) and natural rate figures as it is those deviations that the two models considered here prove to explain. $G_2$, and $(G_2)$, were retained as explanatory variables under the presumption that Barro included them to capture demand shifts rather than movements in aggregate supply.

13. We used the forecasts of Chase Econometric Associates, Inc. and its predecessors. We are grateful to Michael K. Evans, Steven J. Riggin, and Leon W. Taub for providing the forecasts used in this paper. The forecasts used were released around the third week of the month in each quarter.

14. As the forecasts released in, say, the fourth quarter of 1979 were made available in mid-November, we define the in-quarter-ahead expected money growth rate $E_m$ for T4:4 as the log-difference between November's expectation of the fourth quarter's money supply and the preliminary third-quarter money supply figure, which is the most recently released money growth available by the middle of November. Thus the forecasts are of a figure which will not be fully known for at least another two months, given the Federal Reserve's publication lag and the lag between the production and release of the forecasts. The aggregate being forecasted is partially known at the time of the forecast, given the weakly publication of such figures. The variable labeled $E_m$ forecasts an aggregate growth rate which will be known in preliminary form five months hence, etc.

15. The forecasts used were of old M1 money supply. Thus the actual figures used were those in the old M1 found in various issues of the Federal Reserve Bulletin and reproduced in Gordon. Bivens, and Fischer theories do not distinguish between preliminary and revised data. We felt that the revised data best reflected the actual money growth which affects the economy. True ex ante expectations of growth, however, can only be computed based on preliminary data.

16. Mishkin [1983] and Pagan [1984] in particular provide thorough discussions of the problems associated with the two-step procedure. Whenever expectations of money growth are generated in the initial step of a two-step procedure, the validity of the proxy depends on the accuracy of the assumption of rational expectations. Our results, for both the Barro and the Fischer models, do not depend on this assumption. However, we have tested the Chase consumption money forecasts using the standard test for rationality. When the test is carried out on level forecasts, the hypothesis of rationality is not rejected at the conventional significance levels. When the test is done on the relative change forecasts, the same hypothesis is rejected at the 0.05 significance level but not at the 0.1 level.

17. Barro and Rush use quarterly growth rates while we use annual growth rates for money; thus our estimates are roughly one-fourth the size of theirs. Also, while the magnitudes of the estimates are comparable, our significance levels are reduced by our smaller sample size.

18. NA denotes that small sample significance levels are not evaluated in these cases where t-statistics obtained do not exceed their asymptotic critical values.
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INTRODUCTION

Conventional survival time models have been widely used to model jobless spell lengths of workers following displacement. These models assume that all workers engage in job search and will eventually return to work. This is a reasonable assumption for prime-age males, but not for women, many of whom withdraw from the labor force following displacement.

Whether displaced or not, the work histories of women include more spells of nonparticipation in the labor force than is the case for men (Minor and Polachek, 1974).

In part, greater female intermittency reflects role differentiation in home and market work: women are more likely than men to assume responsibilities for parenting and other home activities that limit their participation in paid employment. The weaker attachment of some women to the work force implies that a reduction in potential earnings following displacement may lead them to drop out of the labor force. We believe that labor force withdrawal plays an important role in explaining the wide variation in post-displacement jobless spells among women. Forty-four percent of displaced women in the 1988 Displaced Worker Survey reported relatively short jobless spells of 10 or fewer weeks, but 27 percent report being out of work for a year or more. The sample reemployment hazard thus declines sharply as time passes. Conventional survival time models explain this wide dispersion as reflecting either deteriorating job search prospects (true negative duration dependence) or strong individual heterogeneity in job search efficiencies (Podgursky and Swaim, 1987a). In either case, a significant group of workers is searching without success and might be considered structurally unemployed.

Another possibility, however, is that many long jobless spells following displacement reflect labor force withdrawal rather than long-duration job search. This leads us to generalize conventional survival time models to encompass both the labor force participation decision and unemployment spell durations for workers choosing to search. Maximum likelihood estimates of the resulting split-population model confirm the importance of labor force withdrawal and indicate a much smaller probability of long-duration unemployment for women who search. In other words, search is productive for those who search.