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In a world of free trade and zero transport costs, the prices of agricultural goods would be the same around the world. That is, when prices in local currency were converted to a common currency at the market exchange rate, the price for a given commodity would be the same everywhere. Obviously in the world we inhabit trade in agricultural products is inhibited by both natural and manmade barriers. It is plausible, therefore, that such barriers play an important role in the explanation of the international variation in agricultural price levels.

Consider first the effect of transport costs under a régime of free trade. Suppose that apples are shipped from Australia to Japan, where they are sold in competition with apples grown domestically. We would expect that Australian apple growers would receive lower prices than their Japanese counterparts, when both prices are expressed in a common currency. Generalizing beyond a particular commodity, we would expect that countries whose agricultural exports exceed their agricultural imports (i.e. countries with positive agricultural trade balances) would tend to have lower agricultural price levels than countries with negative agricultural trade balances.

According to standard trade theory, agricultural trade balances depend on countries' factor endowments. Countries relatively well endowed with land are expected to export agricultural products in exchange for nonagricultural ones, while the reverse should hold for countries relatively well endowed with labor, mineral resources, and physical and human capital. Thus under a régime of free trade we would expect land-abundant countries to have low agricultural price levels and land-scarce countries to have high ones.
However, government interventions in agricultural markets may alter the picture. Subsidies to Australian apple growers would raise their producer prices, and Japanese restrictions on apple imports would raise producer prices in Japan. In general we would expect that higher levels of agricultural protection would lead to higher producer prices for agriculture.

Thus to explain agricultural price levels we need to explain both the structure of a country's trade and the level of protection given to agriculture. These two variables may also influence each other. Standard trade theory says that a country's agricultural trade balance is affected by the level of protection against imports and the extent of subsidies to agricultural exports. At the same time the political economy forces that determine a country's level of protection may include the structure of its agricultural trade. It may be politically easier to protect farmers when the costs of doing so can be hidden in higher bills to consumers rather than paid out in explicit subsidies from the budget.

The international variation in agricultural price levels is striking. For example, in 1980 with the world average indexed to 100, agricultural prices for particular countries varied as follows: Japan 216, South Korea 169, Brazil 06, Australia 70, France 109, and the United States 73. To what extent can such figures be explained by factor endowments, transportation costs, and the political economy of agricultural protection? Answering this question is the goal of this paper. We proceed next with the theoretical model, followed by the empirical tests.

THE MODEL

Our model pictures a small economy trading with the Rest of the World. Let the domestic currency be pesos and the foreign currency be dollars. The agricultural price level (APL) is defined as the ratio of the agricultural purchasing-power parity (PPP) to the exchange rate, where both of these are expressed as pesos per dollar. Thus

\[
\text{APL} = \frac{\text{PPP}}{\text{ER}} = \frac{\left( (\text{S}_p N_p) X(\text{S}_p) \right)}{(\text{S}_p X(\text{S}_p))}
\]

where \( p \) and \( p^* \) are the domestic and rest-of-world prices of agricultural commodity \( i \), \( \text{ER} \) is the exchange rate, and the \( X \) are the domestic production levels of agricultural commodities.

The model is an adaptation of one that has been used in the explanation of national price levels (Clague 1985). The economy contains three tradable sectors: agriculture, mining, and industry, and nontradable services. Labor is mobile across all the sectors and is the only factor in services. There are specific factors in mining (mineral resources) and industry (physical and human capital), and in agriculture each agricultural product has its own specific factor (these may be thought of as distinct land-water-climate conditions).

To illustrate the operation of the model, let us consider a graphical depiction of the labor market in the particular country. The length of the box on the left in Figure 1 represents the entire labor force in the economy. The vertical axis is scaled in units of domestic currency and is used to measure the wage rate. The curve \( D_s \) is the demand curve for labor in agriculture, while the curve \( D_m \) is the combined labor demand curve in mining and industry. These demand curves for labor in tradable goods depend on the endowments of the relevant specific factors and on the world prices of the various goods and the transport costs of the goods.

In the right-hand quadrant of Figure 1 the curve \( S_{np} \) represents the supply of labor to the nontradables sector; it is derived simply as the horizontal distance at each wage rate between the \( D_s \) and the \( D_m \) curves. The downward-sloping \( D_{np} \) curve in Figure 1 is the demand for nontradables labor; the curve slopes downward because consumers buy more nontradables as their price (the wage rate) falls.

Let the exchange rate be the numeraire and the wage rate be the variable that equilibrates the balance of payments. Taking the prices in the Rest of the World as given (the country in question is assumed to be "small"), let us show that the wage rate in the particular country will be higher, the greater the country's endowments of specific factors. The greater these endowments, the higher will be the demand curves for labor in the tradables sectors and hence the lower will be the supply of labor to the nontradables sector. The richer endowment of specific factors implies a higher level of real income, which also shifts up the demand curve for nontradables, and consequently the wage rate (which is the price of nontradables) unambiguously rises. This conclusion is familiar from the standard national price level model (Clague, 1985): Resource-abundant countries will tend to have high national price levels. The present
paper will focus on countries’ relative endowments of land, mineral deposits, and physical and human capital.

To bring out the implications of differences in relative resource endowments, assume for the moment that all goods have the same transport costs between the particular country and the Rest of the World. A country that is well endowed with physical and human capital and mineral deposits and poorly endowed with land will for obvious reasons import most of its agricultural consumption. Because imported goods will be more expensive and exported goods will be less expensive in the particular country than in the Rest of the World, this country will have a high agricultural price level. Conversely, a country well endowed with land and poorly endowed with mineral deposits and physical and human capital will export most agricultural products and have a low agricultural price level.

To avoid confusion it is useful to describe the relationship between the APL and the pre-trade relative prices. It is perfectly consistent with our theoretical framework to say that the production quantities of agricultural exports and import-competing products are a function of the pre-trade price ratios \( p/p^* \) (domestic relative to the rest of the world) of agricultural tradable commodities compared to nonagricultural tradables. A country whose pre-trade price ratios \( p/p^* \) are higher for agricultural commodities than for nonagricultural tradables, when trade is opened, is likely become a net importer of agricultural products. The opening of trade would tend to reduce the price ratios for agricultural products and increase them for nonagricultural products, but because of transport costs, the price ratios would tend to remain higher for agricultural than for nonagricultural commodities. In the post-trade equilibrium the relationship between domestic and foreign prices is

\[
p_i = p_i^* \text{ER}(1 + t) \quad \text{for imports and}
\]

\[
p_i = p_i^* \text{ER}(1 - t) \quad \text{for exports},
\]

where \( t \) represents ad valorem transportation costs. The agricultural price level APL is a weighted average of \( p/p_i \) agricultural products. Thus a country with a negative (positive) agricultural trade balance will tend to have APL greater (less) than unity. One could say, therefore, that the pre-trade price ratios determine the APL via the net exports of agricultural products and transport costs. Because we do not observe the pre-trade prices, we formulate our model in terms of the factor endowments, which are observable.

We next develop a more detailed expression for the agricultural price level. The many agricultural products are indexed by \( i = 1,...,I \). The units of quantity are defined such that the rest-of-world price \( p_i^* \) of each agricultural good is equal to unity. The exchange rate is also set equal to unity for convenience.

Let us divide the country’s agricultural products into three categories: export goods, goods not actually traded internationally, and imported goods. Define the transport cost between the particular country and the Rest of the World on good \( i \) as \( t_i \). Clearly the domestic prices of export goods in the particular country will be below unity, and those of imported goods will be above unity. The prices of goods not actually traded will lie within the bounds given by transport costs in either direction (which are assumed to be equal). More precisely, the price of an export good will be \( 1 - t_i \), that for an imported good will be \( 1 + t_i \), and that for a good not actually traded must lie between \( 1 - t_i \) and \( 1 + t_i \). Since the world prices are all unity, the agricultural price level in the country is

\[
APL = \sum p_i X_i / \sum X_i.
\]

Let us denote the export goods by \( i = 1,...,I_e \), the goods not actually traded by \( i = I_e + 1,...,I_e + I_n \), and the imported goods by \( i = I_e + I_n + 1,...,I \). Thus we have

\[
APL = \sum (1-t_i) X_i + \sum p_i X_i + \sum (1+t_i) X_i / \sum X_i.
\]

Equation (1) gives a precise expression for the agricultural price level in terms of the domestic production shares and the international transport costs of the various commodities. Before commenting on the role of these variables, let us show how the conclusion established above, that an increase in a country’s endowment of mineral resources and physical and human capital will raise its APL, can be seen in held in equation (1). The conclusion follows from the fact that an increased endowment of these resources raises the wage rate. A higher wage rate raises goods into the import category from the not-traded category and pulls goods out of the export category into the not-traded category. In other words, it reduces the value of \( I_e \) and \( I_n \). Equation (1) shows that these changes in \( I_e \) and \( I_n \) raise APL. The higher wage also raises the cost of production and the price of not-traded goods (those indexed from \( I_e + 1 \) to \( I_n \)), reinforcing the change in \( I_e \) and \( I_n \).

However, the APL does not depend only on resource endowments, nor on the trade patterns determined by resource endowments. It is possible for a country to have a low APL despite having a large import surplus of agricultural goods. Recall that in equation (1) the prices are weighted by the domestic production quantities. Suppose a land-poor country with an agricultural import surplus did not produce any of the agricultural goods that it imported. Suppose further that domestic agricultural production was concentrated in some goods that were exported subject to heavy transport costs. For such a country the APL would be low, despite its poor land endowment and its agricultural import surplus. This curious result shows that even at the theoretical level, there is not a perfect negative matching across countries or over time of the agricultural price level and the agricultural trade balance. However, in the empirical analysis it seems reasonable to assume that the peculiar conditions required for this curious result are not commonly present and that, data problems aside, the agricultural price level and the agricultural trade balance are expected to be strongly (but not perfectly) negatively correlated in a sample of countries.
The agricultural price level will also be affected by government policies that protect or discriminate against agriculture. The theory of national price levels suggests that import protection (via tariffs and other barriers to imports) and export subsidies raise the national price level, while export tariffs reduce it [Claque, 1986]. The same logic applies to the agricultural price level. The role of government protection or discrimination against agriculture can be illustrated in equation (1). Suppose that transport costs are zero. On the export products the $t_j$ refer to export taxes (export subsidies are interpreted as negative export taxes). On the imported products the $t_j$ refer to import tariffs and the tariff equivalent of quantitative import restrictions. Let us note first that import tariffs (or equivalent import quotas) and export subsidies raise the equilibrium wage rate. This conclusion follows because these measures shift up the $D_p$ curve in Figure 1, while they do not alter the $D_p$ and $D_0$ curves. The rise in the wage rate shifts up the costs and hence the prices of agricultural goods in the net-traded category. At the same time, the imposition of import barriers and export subsidies raises the prices of the affected goods in the exported and import-competing categories. In the final equilibrium, it is clear that the $APL$ will be higher, the greater the positive $t_j$ on the imported goods and the greater in absolute value the negative $t_j$ on the exported goods. Conversely, the $APL$ will be lower, the greater the positive $t_j$ on the exported goods. Because positive export taxes constitute negative protection, we can summarize by saying that the $APL$ is positively related to the level of protection of agriculture.

The model shows that $APL$ is a function of the domestic production quantities of agricultural exports and import-competing products, and the levels of protection and transport costs. The production quantities in turn are a function of factor endowments and the levels of protection. The level of agricultural protection depends on the political strength of farmers versus that of consumers and taxpayers. The political economy literature on this topic [Olson, 1965; Anderson and Hayami, 1986] suggests that farmers in poor countries are difficult to organize, partly because they are spread out over space in an environment where transportation and communication are difficult, partly because they are less well educated in general than urban dwellers (and this limits their political influence), and partly because they are located far from the seats of political power (and thus have less ability to influence political decisions either by lobbying or by threatening disruption). In addition, consumers in poor countries are more sensitive to the price of food than consumers in rich countries because of Engel's Law. For all these reasons, agricultural protection tends to be higher in rich countries than in poor ones. Drawing on the literature on collective action, van Bastelaer [1998] has used the share of farmers in the labor force as a measure of their political strength. Finally, as mentioned above, collective action theory suggests that countries with negative agricultural trade balances should have higher levels of agricultural protection than countries with strong agricultural export surpluses, because it is less transparent and hence politically easier to transfer resources from consumers to farmers through protection against imports than to do so through the budget (for evidence of this effect in the United States, see Gardner [1987]).

**EMPIRICAL TESTS**

We define the following variables.

- $BAL = \text{agricultural trade balance, or net normalized exports of agricultural products. This is } (X - M) = (X - M_0) - M_0,$ where $X$ and $M$ refer to exports and imports of agricultural products.
- $PROTECT = \text{level of agricultural protection.}$
- $DENS = \text{density, or population per unit of agricultural land.}$
- $MINS = \text{share of mineral products in GDP.}$
- $KAP = \text{physical capital per capita.}$
- $HUMCAP = \text{human capital per capita.}$
- $AGRLF = \text{share of labor force in agriculture.}$
- $RELY = \text{real income per capita (measured at PPP).}$
- $AFL = \text{agricultural producer price level.}$

We estimate the following three regressions. The expected signs of the coefficients are given in parentheses.

(2) $\text{PROTECT on RELY (+), AGRLF (-), BAL (-)}$

(3) $\text{BAL on DENS (-), MINS (-), KAP (-), HUMCAP (-), PROTECT (+)}$

(4) $\text{AFL on BAL (-), PROTECT (+)}$

The signs of the coefficients have been explained above. To recapitulate, the level of agricultural protection ($PROTECT$) in equation (2) is positively related to per capita income for a variety of political economy arguments, negatively related to the share of agriculture in the labor force because a smaller size of the interest group facilitates its organization (which was the predominant influence in van Bastelaer's [1998] study), and negatively related to the agricultural trade balance ($BAL$) on the argument that it is politically easier to protect farmers through restrictions on imports than via budgetary subsidies.

The agricultural trade balance ($BAL$) in equation (3) is negatively affected by population density and by per capita endowments of human and physical capital and of mineral resources. The positive sign on $PROTECT$ reflects the inhibitory influence of import restrictions on imports of agricultural products and the positive effect of export subsidies on exports.

The agricultural price level ($AFL$) is negatively related to the trade balance because of the influence of transport costs — prices of a product are lower in an exporting country than in a country where domestic producers compete against imports — and positively related to import restrictions, which of course raise the prices of agricultural products.

Equations (2) and (3) form a simultaneous equation system, since $PROTECT$ and $BAL$ are both endogenous variables. We estimate them by two-stage least squares (2SLS), and we show the estimation by OLS for comparison. To allow for the possibil-
ity of correlation in the error terms across equations, we also present estimates by three-stage least squares (3SLS). Equation (4) is not subject to simultaneity bias and we estimate it by ordinary least squares (OLS).

THE DATA

The agricultural price level is the ratio of an agricultural purchasing-power parity to an exchange rate. The results below are for the official exchange rate, but the results were similar for the black market exchange rate. The agricultural Purchasing Power Parities (PPPs), taken from Food and Agriculture Organization (FAO) [1986], are Geary-Khamis indexes. The Geary-Khamis system starts from the category-level prices (e.g., pesos per ton) of each country and calculates simultaneously the world category prices and each country's overall agricultural PPP (relative to the numeraire currency, the U.S. dollar). This PPP may be interpreted as the cost in domestic currency of a bundle of goods that cost one dollar at international prices. The weights in this bundle are the quantities of domestic production of the various goods in the particular country [FAO, 1986, 211]. All the data are for 1980.

Real income per capita relative to the United States (REL)Y, converted to dollars using GDP-level PPP, is from Summers and Heston [1988]. The agricultural trade balance (BAL) is from the FAO Trade Yearbook. The mineral share in GDP (MIN) is from the World Bank's World Tables, and refers to the years 1970-81. Four countries (Mali, Senegal, Costa Rica, and Israel) do not separate mining from the rest of industry; in these cases the mineral share was set equal to 0.5 percent. Population density is total population divided by the sum of arable land plus permanent crop land and one-half of pasture land. The data are from the FAO Production Yearbook [1983].

The physical capital stock per capita (KAP) is from Benabib and Spiegel [1994]. The construction of series of capital stock data for a large number of countries using two alternative methodologies for estimating the initial capital stock. We use the data based on the iterative methodology and a 7 percent depreciation rate. The human capital stock (HUMCAP) measures total mean years of education and is from Neheru and Dhowshwall [1993]. Our use of stock variables constitutes an improvement over the standard practice in the national price level literature of including flow variables (for example, the investment-to-GDP ratio and educational enrollment rates) in regressions. Stock variables are theoretically appropriate to the model.

Nominal tariff protection was taken from several different sources. Schiff and Valdes [1992] provide nominal protection rates for eighteen lesser developed countries. Anderson and Hayami [1986] provide rates of nominal protection for fifteen industrial countries. Data for many of the same industrial countries and some additional ones are in National Prices and Agricultural Trade [OECD, 1986]. The two sources were merged by taking the average of the two figures, or where only one source provided a figure, taking that figure. Finally, Webb et al. [1990] provide figures for many countries, starting in 1982. These figures are not ideal, since all the other data are for 1980. However, data could be added from this source for eight countries that were not available elsewhere. In all we have complete data for 98 countries.

RESULTS

The regressions are displayed in Tables 1-3. The PROTECT regressions (Table 1) have the expected signs on the coefficients, and real income (REL) and the trade balance (BAL) are significant. The share of the labor force in agriculture (AGREL) is insignificant. Although this result seems to draw into question the strength of van Bastelaar's [1988] conclusions about the smaller size of an interest group facilitating its organization and political influence, this regression does not provide a good test of van Bastelaar's hypothesis. There is a strong negative correlation, -0.905, between the share of agriculture in the labor force (AGRE) and real income, which can be expected to reduce the t-values of the coefficients. In regressions in which real income is omitted, the agricultural labor force share is negative and significant. Shift ing from OLS to 2SLS increases the absolute value of the trade balance coefficient, while it remains highly significant. Shifting from 2SLS to 3SLS makes very little difference.

The trade balance regressions (Table 2) are less satisfactory. In the 2SLS regression only population density (DEN) is significant. The mineral share (MNS) and physical capital (KAP) have the expected signs, but are not significant. Human capital (HUMCAP) has the wrong sign but is also insignificant. PROTECT has the wrong sign in the OLS regression (not surprisingly, given the strong negative effect of BAL on PROTECT in equation (1)), and the sign changes to the expected positive sign in 2SLS, but it remains quite insignificant. Again, shifting from 2SLS to 3SLS makes very little difference.

The agricultural price level (Table 3) is quite well explained by the two theoretically indicated variables. The trade balance comes in negative, reflecting in part the influence of resource endowments and transportation costs, and PROTECT comes in positive, reflecting the influence of trade restrictions on agricultural prices. Both coefficients are highly significant. Simultaneity bias is not an issue in this regression.

It is not fully correct, however, to identify the trade balance coefficient in equation (2) with the effect of resource endowments (via transport costs on trade) and the PROTECT coefficient with the effect of trade restrictions on the agricultural price level. In the first place, the PROTECT coefficient in equation (3) includes only the direct effect of trade restrictions on agricultural prices and does not include the indirect effect that arises through the influence of PROTECT on the trade balance (see equation (2)). Secondly, the degree to which a change in the trade balance (due to, say, a change in resource endowments) affects agricultural prices depends on the gap between world and domestic prices, and this gap is affected by trade restrictions as well as by transport costs. Thus the separation of the two sets of influences is not complete. Still, it is probably correct to think of the trade balance coefficient as primarily reflecting the influence of resource endowments and transport costs and the PROTECT coefficient as reflecting the major effect of trade restrictions on agricultural prices.
TABLE 1

<table>
<thead>
<tr>
<th>Estimation Method</th>
<th>Intepro</th>
<th>RELY</th>
<th>AGRLF</th>
<th>BAL</th>
<th>RBRASQ S.E.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>-0.076</td>
<td>0.619</td>
<td>-0.001</td>
<td>-0.236</td>
<td>0.5366</td>
</tr>
<tr>
<td></td>
<td>(0.32)</td>
<td>(2.09)</td>
<td>(-0.20)</td>
<td>(-3.67)</td>
<td>(0.346)</td>
</tr>
<tr>
<td>2SLS</td>
<td>-0.071</td>
<td>0.619</td>
<td>-0.001</td>
<td>-0.266</td>
<td>0.4942</td>
</tr>
<tr>
<td></td>
<td>(-0.30)</td>
<td>(2.04)</td>
<td>(-0.26)</td>
<td>(-2.71)</td>
<td>(0.26)</td>
</tr>
<tr>
<td>3SLS</td>
<td>-0.076</td>
<td>0.617</td>
<td>-0.001</td>
<td>-0.266</td>
<td>System</td>
</tr>
<tr>
<td></td>
<td>(-0.30)</td>
<td>(2.06)</td>
<td>(-0.26)</td>
<td>(-2.70)</td>
<td>(0.46)</td>
</tr>
</tbody>
</table>

PROTECT: level of agricultural protection; RELY = real income; AGRLF = share of labor force in agriculture; BAL = agricultural trade balance. *t*-statistics appear below coefficients in parentheses.

TABLE 2

<table>
<thead>
<tr>
<th>Estimation Method: OLS</th>
<th>Intepro</th>
<th>DENS</th>
<th>MINS</th>
<th>KAP</th>
<th>HUMCAP</th>
<th>PROTECT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.040</td>
<td>-0.160</td>
<td>-0.741</td>
<td>2.975</td>
<td>0.038</td>
<td>-0.765</td>
</tr>
<tr>
<td></td>
<td>(-0.03)</td>
<td>(-2.65)</td>
<td>(-3.05)</td>
<td>(3.00)</td>
<td>(1.10)</td>
<td>(-3.67)</td>
</tr>
<tr>
<td>RBRASQ=0.3385 S.E.E.=0.0369</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Estimation Method: 2SLS</th>
<th>Intepro</th>
<th>DENS</th>
<th>MINS</th>
<th>KAP</th>
<th>HUMCAP</th>
<th>PROTECT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.313</td>
<td>-0.205</td>
<td>-2.013</td>
<td>-25.35</td>
<td>0.040</td>
<td>0.329</td>
</tr>
<tr>
<td></td>
<td>(0.76)</td>
<td>(-1.84)</td>
<td>(-2.00)</td>
<td>(-3.55)</td>
<td>(0.30)</td>
<td>(0.92)</td>
</tr>
<tr>
<td>RBRASQ=0.1478 S.E.E.=0.0307</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Estimation Method: 3SLS</th>
<th>Intepro</th>
<th>DENS</th>
<th>MINS</th>
<th>KAP</th>
<th>HUMCAP</th>
<th>PROTECT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.036</td>
<td>-0.313</td>
<td>-4.964</td>
<td>-20.30</td>
<td>0.040</td>
<td>1.952</td>
</tr>
<tr>
<td></td>
<td>(0.85)</td>
<td>(-2.00)</td>
<td>(-1.96)</td>
<td>(-3.90)</td>
<td>(0.30)</td>
<td>(0.98)</td>
</tr>
<tr>
<td>System RBRASQ=0.4681</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

DENS = population density; MINS = share of mineral products in GDP; KAP = physical capital per capita; HUMCAP = human capital per capita. *t*-statistics appear below coefficients in parentheses.

TABLE 3

<table>
<thead>
<tr>
<th>Estimation Method</th>
<th>Intepro</th>
<th>BAL</th>
<th>PROTECT</th>
<th>RBRASQ S.E.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>0.565</td>
<td>-0.294</td>
<td>0.540</td>
<td>0.5513</td>
</tr>
<tr>
<td></td>
<td>(19.9)</td>
<td>(-2.78)</td>
<td>(4.29)</td>
<td>(0.349)</td>
</tr>
</tbody>
</table>

- t-statistics appear below coefficients in parentheses.

CONCLUDING OBSERVATIONS

This paper has presented a theoretical model of the agricultural price level, determined by both the structure of the country's economy and by governmental interventions in agricultural trade. A country with a resource endowment that gives it a comparative advantage in agriculture will tend to export agricultural products, and given significant transportation costs, will tend to have lower producer prices for agricultural products than will countries whose resource endowment leads them to import agricultural products. On the other hand, given its resource endowment, a country that protects its farmers through import restrictions will tend to have higher producer prices for its farmers than one that does not. Our empirical test (Table 3) has provided strong support for this model, as described in the previous section.

We have also tested the standard factor endowments model of the agricultural trade balance. Somewhat surprisingly it did a rather poor job. Among the resource variables only population density was significant. The physical and human capital variables are perhaps theoretically ambiguous determinants of the agricultural trade balance, because it is not clear that agriculture is always less intensive in these factors than nonagricultural products. It does seem to us very plausible that an abundant endowment of mineral resources (which is plausibly measured by the share of minerals in GDP) would tend to make a country have a competitive disadvantage in agriculture, but there are only a few countries in our sample with a large mineral share and hence this coefficient is quite imprecisely measured.

In addition we tested some ideas from the political economy literature on the determinants of agricultural protection. We confirmed the conventional wisdom that richer countries tend to provide greater protection for their farmers than poorer ones. We also found support for the proposition that it is politically easier to protect farmers through import restrictions than through budgetary outlays.

NOTES

1. For the purposes of the theoretical model we consider physical and human capital as a single factor, which is specific to the industrial sector. In the empirical work we distinguished physical from human capital. The assumption in the empirical work will be that relatively rich endowments of both types of capital, as well as of labor, will tend to give a country a competitive advantage in nonagricultural tradable commodities.

2. These results are available on request. The black market rates were taken from World Bank (1993: the original source is the World Currency Yearbook).

3. Three other density measures were examined: (a) population/total land area; (b) population/available land plus permanent crop land; and (c) population/available plus permanent crop plus pasture land. Results were quite similar using definitions (b) and (c). Definition (a) yielded poorer results, as might be expected, since it made no allowance for land quality.

4. The OECD study of government intervention in agriculture provides figures for "price intervention" and for "value of production." The ratio of these is taken as the rate of nominal protection. The figures match quite well with the nominal protection figures in Anderson and Hayami (1986).

5. Canning and Hillman (1986) among others suggest that the relationship between protection and the share of the labor force in a sector is likely to be nonlinear, because if the sector is extremely small it may not have much political influence. In our regressions the squares of the agricultural labor force share was uniformly insignificant.
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INTRODUCTION

In industries like the microprocessor industry quality is advancing rapidly. These improvements contribute to economic growth directly by increasing the quality of home computers and indirectly by increasing the productivity of the workforce. In the economic growth literature as much as 60 percent of growth has been attributed to these and similar improvements in technology.1 Despite the importance of technological advancement, firm incentives to create better products are not well understood. Technological advancement has traditionally received residual treatment in the literature on economic growth. This literature credits improvements in technology for whatever economic growth cannot be explained by the accumulation of other inputs. In traditional R&D literature, whereas incentives to innovate have been examined explicitly, innovative episodes are treated as singular events, a treatment that overlooks important relationships that occur across episodes.

In order to better examine the incentives firms have to improve technology, and the resulting impact on growth, a series of quality ladders models has recently been introduced into the growth literature.2 In quality ladders models, firms respond to profit incentives by devoting resources to R&D. In contrast to traditional R&D models, firms compete in repeated R&D races, and must consider product obsolescence when making R&D decisions.

Although the dynamic structure of the quality ladders models has contributed to our understanding of the intertemporal incentives faced by R&D firms, the relationship between competition in R&D and individual firm R&D behavior has not been well developed in previous versions of the model. This is a direct result of the common assumption that each firm's R&D technology is characterized by constant returns. With constant returns R&D technology each additional dollar of R&D spending adds the same additional probability of R&D success in the industry, regardless of which firm spends the additional dollar or how much each firm has already spent on R&D. In an R&D market where an additional dollar of R&D spending by any firm has the same effect on the industry probability of success, only aggregate industry R&D efforts are important in explaining growth. Individual firm efforts cannot be explained since each industry's aggregate R&D effort can be divided arbitrarily between any number of competitors. However, if R&D technology is characterized by diminishing returns, the effects of an additional dollar of R&D spending on the indu-