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The projected surplus of new Ph.D. economists entering the academic labor market in the late 1960's and beyond has caused a number of economists to become concerned about the prospects of academic employment for economists. While the changing market conditions have already caused a slowdown in the rate of academic economists' salaries and an increase in reported unemployment, for most new economists, the deteriorating conditions in the academic labor market will result in greater job dissatisfaction rather than unemployment. Many who aspire to academic posts will be forced "to take less attractive positions in government and industry, or teaching posts in lower education for which they are ill-prepared."

In this paper we present a simple model explaining the allocation of new Ph.D. economists in the academic labor market and empirically test that model for the period 1960–1974. It is hoped that our analysis will shed some light on the operation of the academic labor market and on the recent decline in the status of the market for new Ph.D.'s. We proceed as follows. In Section I a formal model of the hiring process in the academic labor market is developed and the data sources and specific variables used in the empirical analysis are described. In the following Section, several equations are estimated by ordinary least squares and logit regression analysis and the results are interpreted. Section III summarizes our findings.

I. A Model of the Academic Labor Market for New Ph.D. Economists

Before constructing the model, it will be useful to have a general impression of the labor market under consideration. In general, the dominant pattern is for most new Ph.D.'s to find positions in departments of somewhat lower prestige than that of their graduate program. This "downstream" pattern is clearly shown in Table I which summarizes the allocation of new Ph.D.'s from the quality level of their degree granting program (row) to their initial placement at academic institutions of varying quality of Ph.D. programs and to other non-Ph.D. granting academic institutions (column). For example, of the 1605 total academic placements made by Level I programs, 34 percent were employed at other Level I graduate programs. In addition, of the 600 total new Ph.D. graduates employed by Level I programs, 90 percent received their degrees from Level I institutions while only 1 percent came from non-rated programs. Clearly, graduates from the Level I institutions dominate placements in the 45 ACE "rated" departments. Approximately 73 percent of those employed by the "rated" departments during this period came from Level I graduate programs. Finally, the largest single academic employer of non-Level I Ph.D.'s is the Other Academic category consisting primarily of undergraduate institu-

<table>
<thead>
<tr>
<th>Degree Granting Institution</th>
<th>Hiring Institution</th>
<th>Level I</th>
<th>Level II</th>
<th>Level III</th>
<th>Non-Rated</th>
<th>Academic</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>N</td>
<td>%</td>
<td>N</td>
<td>%</td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>540</td>
<td>36.0</td>
<td>158</td>
<td>10.0</td>
<td>183</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>49</td>
<td>9.0</td>
<td>85</td>
<td>5.5</td>
<td>143</td>
<td>8.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.0</td>
<td>15.0</td>
<td>7.0</td>
<td>15.0</td>
<td>7.0</td>
<td>15.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17</td>
<td>12.0</td>
<td>7.0</td>
<td>6.0</td>
<td>24</td>
<td>6.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.0</td>
<td>4.0</td>
<td>2.0</td>
<td>4.0</td>
<td>2.0</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0</td>
<td>3.0</td>
<td>1.0</td>
<td>3.0</td>
<td>1.0</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60.0</td>
<td>37.0</td>
<td>210</td>
<td>33.0</td>
<td>209</td>
<td>30.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

...and the quality of appointments, generally not the number, as the proxy variable in the hiring decision. Although we are primarily concerned with non-wage allocating mechanisms in this study, a conventional reduced form wage equation also will be estimated for the readers benefit.

In the job competition model, two sets of factors determine an individual's placement in the academic marketplace. One set of factors determines an individual's relative position in the labor queue; another set of factors determines the actual distribution of job opportunities in the economy. Workers are distributed based on their relative position in the labor queue. The most preferred workers get the best jobs.

But on what basis are new Ph.D.'s to be ranked? In general, academic departments rank prospective job candidates on the basis of their potential quality in research, teaching, and other university functions. Different departments may place different weights on each of these job functions. Since the costs required to identify quality differentials in individuals are substantial, departments may adopt easily measurable hiring criteria that are believed to have some relevance to job performance. During the period under consideration, literally hundreds of new Ph.D. economists entered the academic labor market each year, and many other recently graduated economists attempted to find new employment. Since it is prohibitively expensive to screen all candidates, departments are forced to limit their intensive search to a reasonable size pool of candidates that are considered recruitable and of potentially high quality. For some departments this may mean interviewing only graduates from the most prestigious programs; while others, because of their own innate weaknesses, may search exclusively among the graduates of regionally located or relatively weak graduate programs. In our empirical analysis three separate, but closely related measures of the relative quality of academic institutions are available. For Ph.D. programs, the 1969 Roose and Anderson American Council on Education (ACE) quality of faculty rating or the Moore's (1973) publication rating of graduate faculties can be used. Undergraduate institutions have been rated by Columbia. Since we are concerned in this study with individuals from Ph.D. programs not covered by the ACE survey and by the quality of hiring institutions, many of which do not have Ph.D. programs, we constructed a new ordinal quality rating system called Moore and Newman (M & N). Generally speaking, the M & N rating system is created by splicing the Moore publication rating of Ph.D. programs with the Gourman undergraduate ratings.

Unfortunately, using the reputation of the individual's degree awarding department as a quality proxy "provides the basis for discrimination, since job applicants then become viewed as members of classes of potential employers rather than as individuals, per se." Moreover, more subjective elements may enter the labor queue and serve as the basis for discrimination.

If departments discriminate against candidates on the basis of sex or age, women and older Ph.D.'s will find themselves lower in the labor market queue than their academic credentials would warrant. Although hiring departments may honestly believe that sex and age are related to expected performance, the end result is still discrimination since candidates are lumped into different classes. Institutions may be hesitant to hire women in general because of the potential loss of professional activities associated with child rearing and other family obligations, even though individual female candidates may have no marital or family obligations or plans. To test for the influence of these factors, we included a continuous age variable and a zero-one dummy variable having the value of one for females and zero for males in our model.

Several other factors are considered to have an influence on a department's attitude toward specific candidates. We used a dummy variable taking the value of one if the individuals reported any publications (PBS) in the AEA Handbook prior to their first position and zero otherwise. Of course, this variable is posited to have a positive influence on the institutions demand for the individual's services. A second dummy variable having the value of one if the individual is retained by his own department (RETENTION) and zero otherwise is included on the grounds that the information possessed about one's own doctorates is superior to that provided to other programs. Finally, the average number of Ph.D.s awarded by the individual's graduate program for each year (SIZE) is used as an additional measure of quality. Carter in his 1964 ACE ratings of graduate programs noted a strong positive correlation between the size and quality of programs. Furthermore, a large number of ex-students scattered across the country aids placements through the informal labor market communication channels.
more concerned with the quality than the cost of new faculty, so salary variable is included in our model of the demand for labor, which can be summarized in the following general equation:

\[ D = D(M\&N, SEX, AGE, PUB, RETEN, SIZE) \]  

where \( D \) refers to the Institution's demand for the services of the individual, and the other variables are identified above. In this specification, new Ph.D.s are selected on the basis of background characteristics which are believed to be indicators of potential academic quality. Unlike Thorow, who assumed that workers seek jobs with the highest real income, we accept the conventional theory of labor supply; that workers attempt to maximize "net advantages" rather than income in their choice of occupations and employment. The evidence suggests that nonpecuniary factors play a substantial role in the employment decisions of economists. Historically, about two-thirds of all Ph.D. economists have been employed in education, despite the fact that, in general, salaries are higher for such employees in non-academic careers. Moreover, many economists have advocated the "prime motive" of those entering the academic profession is usually not financial gain, and "an institution's attractiveness to a candidate is determined by what it can offer him in the way of prestige, security, or authority."  

The existence of a Ph.D. program is postulated to have a positive influence on the candidate's desire to join a department. Ph.D. programs have a little added prestige in the profession and new Ph.D.s, who are largely trained to do research, are expected to be attracted to such programs because of the implied interest in research activities and support facilities. Again, a dummy variable (Ph.D.) having a value of one if such a program exists and zero otherwise is used in our supply equation. Although SEX and AGE variable are placed in the demand equation, these factors also may influence supply preferences. Marital status may be less mobile than males to the extent that they restrict their employment opportunities to the geographic area in which their husbands work. Also, older Ph.D.s may have different job interests from younger Ph.D.s. For example older Ph.D.s may be reticent to invest further in their human capital by accepting positions at prestigious institutions with relatively poor tenure prospects. Therefore, our SEX and AGE variables, identified above are included in our supply equation.

Finally, job candidates are expected to be influenced by costs as well as preferences in their search for employment. As a rough measure of search cost, we adopted Galloway's distance measure of the number of regional barriers crossed between the hiring and degree granting institutions (DIST). Thus, using the nine census regions, the distance variable ranges from zero (New England and the Pacific region) to six with the maximum value representing the distance between New England and the Pacific region. As a consequence of the national and regional meetings and the associated employment exchanges, it is not clear how important geographic distance may be in academic placements. If any, we expect this variable to have a negative influence on supply preferences. This concludes our discussion of the supply factors, which can be summarized in the following general equation:

\[ S = S(M\&N, HOME, RANK, RESEARCH, PH.D., SEX, AGE, DIST) \]  

where \( S \) refers to the candidates willingness to offer his services to an institution and all of the other terms have been defined above.  

Even given a labor queue and the supply preferences of individual candidates, however, there is still the problem of determining the actual distribution of job opportunities. As Thorow explains, "...the labor queue determines a group's relative position in the distribution of job opportunities but it does not determine the shape of the job distribution."

The best jobs go to the best workers, etc., but the shape of the job opportunities distribution need not be similar to that of the labor queue. "An equal group of laboures... might be distributed across a relatively unequal distribution of job opportunities."  

In other words, in the job-competition model the labor market clears each period, but the average quality of the job obtained or the average quality of the candidate hired depends on the aggregate market conditions. In periods of labor scarcity, hiring will extend farther and farther down the labor queue; whereas, if there are an inadequate number of positions, those at the bottom of the labor queue will be forced to accept lower quality academic positions or seek non-academic positions. To account for this factor, we added a zero-one dummy variable for each year to our reduced form equation discussed in the next section.  

II. Empirical Results

Before looking at the empirical results, it will be useful to understand exactly what is it we are estimating. Whether or not a particular individual is hired by a department is the outcome of two distinct events, first, whether the individual wants to work for that department; second, whether that department accepts him. Variables which affect the first event are supply factors, while variables which affect the second are demand factors. Formally:

\[ Prob(\text{being hired}) = Pr(demand) \times Pr(accepted) \]

or, in abbreviated notation:

\[ P_H = P_X \times P_W \]  

Since the data do not indicate which persons attempted to work for any particular department and failed, it is impossible to identify the demand and supply schedules. We can only estimate their product, \( P_H \), as a function of all the variables affecting either \( P_X \) or \( P_W \). The estimated coefficients can be interpreted in the following way. Let \( X \) stand for any variable entering the regression equation for \( P_X \). Then its estimated coefficient will be:

\[ \frac{\partial P_H}{\partial X} = \frac{\partial P_X}{\partial X} \times P_W + P_X \frac{\partial P_W}{\partial X} \]  

or:

\[ \frac{\partial P_H}{\partial X} = \beta X \]
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflation</td>
<td>-0.05*</td>
<td>-0.52*</td>
<td>-0.04*</td>
<td>-0.04*</td>
<td>-0.05*</td>
<td>-0.26*</td>
<td>-0.26*</td>
</tr>
<tr>
<td>SEX</td>
<td>-0.06*</td>
<td>-0.46*</td>
<td>-0.05*</td>
<td>-0.05*</td>
<td>-0.06*</td>
<td>-0.20*</td>
<td>-0.20*</td>
</tr>
<tr>
<td>DISTANCE</td>
<td>-0.02*</td>
<td>-0.02*</td>
<td>-0.02*</td>
<td>-0.02*</td>
<td>-0.02*</td>
<td>-0.02*</td>
<td>-0.02*</td>
</tr>
<tr>
<td>HOME</td>
<td>-1.04*</td>
<td>-1.10*</td>
<td>-1.07*</td>
<td>-1.07*</td>
<td>-1.04*</td>
<td>-1.04*</td>
<td>-1.04*</td>
</tr>
<tr>
<td>RETENTION</td>
<td>-0.02*</td>
<td>-0.02*</td>
<td>-0.02*</td>
<td>-0.02*</td>
<td>-0.02*</td>
<td>-0.02*</td>
<td>-0.02*</td>
</tr>
<tr>
<td>AGE</td>
<td>-5.43*</td>
<td>-5.39*</td>
<td>-5.36*</td>
<td>-5.36*</td>
<td>-5.43*</td>
<td>-5.39*</td>
<td>-5.39*</td>
</tr>
<tr>
<td>RANK</td>
<td>-0.07*</td>
<td>-0.16*</td>
<td>-0.16*</td>
<td>-0.16*</td>
<td>-0.07*</td>
<td>-0.16*</td>
<td>-0.16*</td>
</tr>
<tr>
<td>RESEARCH</td>
<td>-0.08*</td>
<td>-0.08*</td>
<td>-0.08*</td>
<td>-0.08*</td>
<td>-0.08*</td>
<td>-0.08*</td>
<td>-0.08*</td>
</tr>
<tr>
<td>PhD</td>
<td>-4.37*</td>
<td>-4.41*</td>
<td>-4.42*</td>
<td>-4.42*</td>
<td>-4.37*</td>
<td>-4.41*</td>
<td>-4.41*</td>
</tr>
<tr>
<td>SIZE</td>
<td>-1.16*</td>
<td>-1.20*</td>
<td>-1.22*</td>
<td>-1.22*</td>
<td>-1.16*</td>
<td>-1.20*</td>
<td>-1.20*</td>
</tr>
<tr>
<td>1962</td>
<td>-1.07*</td>
<td>-1.07*</td>
<td>-1.07*</td>
<td>-1.07*</td>
<td>-1.07*</td>
<td>-1.07*</td>
<td>-1.07*</td>
</tr>
<tr>
<td>1963</td>
<td>-3.60*</td>
<td>-3.60*</td>
<td>-3.60*</td>
<td>-3.60*</td>
<td>-3.60*</td>
<td>-3.60*</td>
<td>-3.60*</td>
</tr>
<tr>
<td>1964</td>
<td>-0.06*</td>
<td>-0.06*</td>
<td>-0.06*</td>
<td>-0.06*</td>
<td>-0.06*</td>
<td>-0.06*</td>
<td>-0.06*</td>
</tr>
<tr>
<td>1965</td>
<td>-1.22*</td>
<td>-1.22*</td>
<td>-1.22*</td>
<td>-1.22*</td>
<td>-1.22*</td>
<td>-1.22*</td>
<td>-1.22*</td>
</tr>
<tr>
<td>1967</td>
<td>-1.25*</td>
<td>-1.25*</td>
<td>-1.25*</td>
<td>-1.25*</td>
<td>-1.25*</td>
<td>-1.25*</td>
<td>-1.25*</td>
</tr>
<tr>
<td>1968</td>
<td>-1.67*</td>
<td>-1.67*</td>
<td>-1.67*</td>
<td>-1.67*</td>
<td>-1.67*</td>
<td>-1.67*</td>
<td>-1.67*</td>
</tr>
<tr>
<td>1969</td>
<td>-1.18*</td>
<td>-1.18*</td>
<td>-1.18*</td>
<td>-1.18*</td>
<td>-1.18*</td>
<td>-1.18*</td>
<td>-1.18*</td>
</tr>
<tr>
<td>1970</td>
<td>-1.24*</td>
<td>-1.24*</td>
<td>-1.24*</td>
<td>-1.24*</td>
<td>-1.24*</td>
<td>-1.24*</td>
<td>-1.24*</td>
</tr>
<tr>
<td>1972</td>
<td>-2.09*</td>
<td>-2.09*</td>
<td>-2.09*</td>
<td>-2.09*</td>
<td>-2.09*</td>
<td>-2.09*</td>
<td>-2.09*</td>
</tr>
<tr>
<td>1973</td>
<td>-2.09*</td>
<td>-2.09*</td>
<td>-2.09*</td>
<td>-2.09*</td>
<td>-2.09*</td>
<td>-2.09*</td>
<td>-2.09*</td>
</tr>
<tr>
<td>1974</td>
<td>-1.13*</td>
<td>-1.13*</td>
<td>-1.13*</td>
<td>-1.13*</td>
<td>-1.13*</td>
<td>-1.13*</td>
<td>-1.13*</td>
</tr>
<tr>
<td>Constant</td>
<td>-4.37*</td>
<td>-4.37*</td>
<td>-4.37*</td>
<td>-4.37*</td>
<td>-4.37*</td>
<td>-4.37*</td>
<td>-4.37*</td>
</tr>
<tr>
<td>N</td>
<td>921</td>
<td>921</td>
<td>921</td>
<td>921</td>
<td>921</td>
<td>921</td>
<td>921</td>
</tr>
</tbody>
</table>

*Indicates statistical significance at .05 or higher on the experiment one- or two-tailed test.

In equation (4), the first term is the department's response. When candidates differ in this respect (i.e., when $\delta'(0)$ or $\delta'(0)$), we may call it distributional or departmental preference. The second term reflects the candidate's preferences, and not departmental discrimination. The data will not distinguish between the two, but in some cases a priori considerations may lead us to believe that one or the other is more appropriate. In such cases the coefficient will be easy to interpret. In other instances, a priori considerations suggest that there may be a significant difference in terms of the probabilities.

The above reasoning suggests an equation to explain departmental hiring of the following general form:

$$P_{h} = F(M,N, \text{SEX}, \text{AGE}, \text{GPE}, \text{RE}, \text{RETA}, \text{SIZE}, \text{M,N,HOM, RANK, RESEARCH, PHD, DIST})$$

Being hired is inherently a qualitatively different variable. The value of 1 (for candidates hired) and 0 (for candidates not hired). It is convenient to interpret as the conditional probability of the right-hand variable ($H$), given the right-hand variables:

$$P_{h} = E(U|X) = F(X), \text{or } U = F(X)$$

The simplest model for estimating such an equation is the linear probability model, where $F(X)$ is a linear function. This has the computational advantage of yielding a linear regression, and the expediency advantage of giving coefficients with obvious interpretations.

Several variations of equation (5) were estimated using the linear probability model and the results are reported in Table 2. In column 2 the dependent variable has a value of one if the individual was hired by a department having a M&N quality rating of 16 to 20 and zero otherwise. In column 4 the dependent variable has a value of one if the individual was hired by a department having a M&N quality rating of 10 to 20 and zero otherwise. Both of these equations cover the period 1960-1974 and in general, tell the same story.

To avoid problems of multicollinearity, we have combined the M&N and M&N variables into a single variable representing the downstream effect in academic placements (M&N - M&N = DOWN). In both equations, the DOWN coefficient is highly significant and positive, implying that, ceteris paribus, the greater the differential in quality ratings between the awarding and hiring departments the smaller the probability of the individual being hired. Each increase of the differential by one unit lowers the probability of the candidate being hired by a top department (M&N = 16 to 20) by .051.

The mean downstream placement for the 1960-1974 period was 4.069. Perhaps, some example movements would be useful in understanding this effect. On average, a new Ph.D. from a M&N 20-rated department (Cal., Berkeley, Harvard, MIT and Yale) is expected to take his first academic position at a M&N 16 rated department (Georgia Tech, Haverford, Iowa State, Oberlin and Rochester); new Ph.Ds. from this level program are expected to take positions at M&N 12 rated departments (Cal., San Diego, Hawaii, Kansas State, and Pittsburgh) and graduates from these programs are likely to accept positions in M&N 8 rated departments (Col., Riverside, Catholic Univ., Kent, Binghamton and Oklahoma State).

Although the sex variable is not significant, the AGF variable clearly indicates that older new Ph.D.s are less likely to be employed in the higher rated departments. Because AGF can influence supply as well as demand choices, we make no claims that departments discriminate against older job candidates on the basis of age. Our findings are consistent with but not proof of that hypothesis.

The HOME, RANK, and RESEARCH variables failed to attain statistical significance in
our equations, and the significant positive coefficient on the DISTANCE variable remains put- 
ing to the authors. An anonymous referee has suggested that individual tastes and preferen- 
type toward the different regions may have caused the cost interpretation of this factor to be untenable. A professor on the East Coast (North) might find the West Coast much more attractive than the South, even though the latter is geographically much closer. Also, some states within the various regions may be more attrac- 
tive to job candidates than others. Although each of these points raises doubt about the pure cost interpretation of the Distance variable, we are still unsure as to the specific reasons why a greater distance between the candidate and the hiring institution should increase the probability of the individual being hired.

The RETENTION variable is highly signif- icant in the first (16-20) equation but not in the second (10-20) equation. This, of course, sug- gests that the top rated programs are far more likely to retain their own Ph.D.s than are less 
rated programs. Why not? They have better information about their own graduates and there is little reason a priori to believe they can not 
recruit better candidates from other programs.

The PHD and SIZE coefficients are highly significant and positive as anticipated. We in- 
terpret the PHD coefficient to mean that Ph.D. programs had a .121 greater probability of hiring a given candidate, ceteris paribus, than did a non-Ph.D. program. The SIZE coefficient reflects a demand phenomenon. The size of graduate programs is positively correlated with its perceived quality in questionnaire surveys and gradu- 
ates from larger programs are apt to have better contacts in the academic labor market.

The pattern of coefficients on the year dummy variables confirms the fact that new Ph.D.s had a more difficult time finding aca- 
demic positions in the late 1960's and early 1970's. This is especially true for graduates outside the top graduate programs. The co- 
eficients tend to have larger negative values in these years and are significant more often in the M&N 10-20 sample than in the M&N 16-20 sample.

Overall, the model explains 48 and 60 percent of the variance in the hiring of departments rated 16-20 and 10-20, respectively. This is quite high for individual cross-section observa- 
tions. Nevertheless, to test the accuracy and reliability of the estimates in Columns 2 and 4, we reestimated the equation for the M&N 16-20 sample using a logit model. The results presented in Column 3 of Table 2 are reassuring. All of the coefficients that are significant in the OLS equation (Column 2) also are sig- nificant in the logit equation (Column 3) except for the RETENTION and a few YEAR vari- 
ables.

As a further check on our basic model, we subdivided the period into two parts, 1960- 
1968 and 1969-1974, and reestimated the model. In Column 5 of Table 2 the model is estimated for the M&N 16-20 sample over the period 1960 to 1968. The size, sign, and significance of the coefficients in this equation are virtually identical to those reported in 
Column (2) for the 1960 to 1974 period and the $R^2 = .5817$ is slightly higher. Nota- 
bar, the highly significant negative coefficient on the 1968 year dummy variable in this equation. This year appears marking the turning point when the university job market swung sharply downward after having been on the upgrade for a decade. In Column (6) the same model is estimated for the period 1969 to 1974. Ap- 
parently, the academic labor market stabilized at a new lower level in terms of the quality of new Ph.D. placements after 1968. None of the year dummy variables recorded coefficients sig- nificantly different from the 1969 reference year variable. Clearly, the analysis of the YEAR coefficients in the Column (2), (5), and (6) equations suggests that a fundamental change in the University job market occurred during the 1966-1969 period.

Although the results of the basic model for the 1960-1968 equation (Column 5) and the 1969-1975 equation (Column 6) are basically the same, there are a few significant differences. The RETENTION and AGE variables failed to attain statistical significance in the latter equa- 
tion. This suggests that hiring motivations were less likely to hire their own graduates in the relatively glutted academic labor markets of the late 1960's and early 1970's. Also, it appears that age has become a less important discrimina- 
ting factor in recent years. Surprisingly, the zero-one dummy variable PUB having a value of one if the respondents reported publications prior to first job and zero otherwise is not statistically significant. We had anticipated that this factor might become more important under surplus labor market conditions. Its lack of significance, however, may be due to our failure to consider the quality of publications, rather than the existence of publications, per se.

Thus far, we have concentrated on the job-competition model and have ignored salary con- 
siderations on the grounds that departments are more concerned with the quality than the costs of new Ph.D.s. However, if we add a salary variable to our supply and demand equations both, a conventional econometric reduced-form wage equation can be estimated. Unfortunately, no data on the salaries of new Ph.D.s by department is available. We are forced to rely on the average salaries paid assistant pro- 
fessors by university reported in the Bulletin of the American Association of University Pro- 
fessors. This data is undesirable for several reasons. First, it is unknown to what extent economic- 
salaries are correlated with university salaries. Second, average salaries paid assistant professors could vary significantly from beginning salaries if time in rank varies systematically between 
universities. Finally, given the rough nature of the salary data, we transformed it into ordinal values. For each year, the salary figures were 
grouped into eighteen categories of $500 inter- 
vals with each university accorded a salary rating in the group. The average salaries paid assistant professors is transformed into relative salaries allowed us to group the observations over time (1960-
1974) without deflating the salary figures for each year.

Although we do not have great confidence in our salary variable, the reduced form salary equation from our model is estimated by OLS and reported in column (7) of Table 1. There are relatively few surprises in that equation. The DOWN coefficient is negative and signifi- 
cantly indicating that, the greater the quality dif- ferential between the degree granting depart- 
ment and the hiring department, the lower the salary received. Individuals who are fortunate 
though to have a chance to influence their quality being hired.

The significant negative AGE coefficient indi- 
cates, ceteris paribus, that older new Ph.D.'s are not as well compensated as more youthful 
Ph.D.'s. The RANK coefficient is positive and not significant largely because we assumed that higher ranks were accorded higher pay levels in our salary calculations. The significant positive coefficient on the Ph.D. dummy variable confirm the widely held belief that Ph.D. programs pay higher salaries than non-Ph.D. programs. Finally, the SIZE quality variable suggests that candidates from the larger graduate programs are favorably com- 
pensated either because of their perceived superior at or superior market contacts.

The YEAR coefficients in the salary equation are not discussed because there is reason to be- 
lieve our construction of the ordinal salary variable may have biased these estimates. We made no attempt to deflate the nominal salary figures despite the rising price levels over the period.

III. Summary and Conclusions

The dominant pattern in the academic labor market is for most new Ph.D.s to find initial employment in departments of somewhat lower prestige than that of their graduate program. In an attempt to explain this "downward-
pattern in academic placements. We developed a simple model of the filtering process in the academic labor market along the lines of Thorow's job-competition model. Next, using ordinary least squares regression analysis and logit techniques, several equations were estimated to test the validity of our model and its stability over time. We found that a number of background characteristics of the individuals such as age, and the quality and size of their graduate programs, play an important role in their initial academic placements. Also, top rated departments, at least in the early 1960's, recruited their own doctors more frequently than other departments, probably because they have superior information about them and perhaps because they are unlikely to recruit better elsewhere in relatively tight labor markets.

Further, our analysis shows a marked deterioration in the academic labor market for new Ph.D. economists in the late 1960's and early 1970's. Since 1968, new Ph.D.'s have had a more difficult time finding academic positions. The pattern of coefficients on the year dummy variables clearly shows a fundamental difference in the University job market between the period of 1960 to 1968 and the period 1969 to 1973. Although the decline has been greatest for graduates outside the top graduate programs, our analysis indicates that this latter group has been significantly affected as well. As a result of the filtering process along the labor queue, probably only a small percent of the very best graduates have been left unaffected by the market downturn. The decline in the academic labor market has forced large numbers of new Ph.D.'s to seek non-academic employment. According to figures taken from the AEA Handbook, the total academic placements as a percentage of the Ph.D.'s conferred in economics declined from 64.2 percent in 1967 to only 35.8 percent in 1973. Just as Alan Cartter, quoted in the introduction to this paper, predicted, many who aspire to academic posts were forced "to take less attractive positions in government and industry, or teaching posts in lower education for which they are ill-prepared." Moreover, as Cartter further noted the situation is likely to become considerably worse before it gets better. After 1978, the 18-21 age group will shrink by nearly 20 percent over the following decade. Clearly there is little reason for optimism with respect to the academic labor market in the foreseeable future.
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