Taylor rule Regression Lab
Introduction
This lab will use regression analysis to estimate the Taylor rule using the data you collected in Lab 1.  This is partly based on Judd and Rudebusch (1998).

To remind you, the Taylor rule equation is:
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Where ( usually refers to inflation over the previous year (four quarters).

Model 1
An obvious regression model is to regress the following:
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where we expect (0 = r*, (1= 1, (2 = (1, and (3 = (2.  We would like to also estimate the value of (*, but this would give us two constant terms in the regression.  It would be impossible to tell them apart.
How would we run a regression on this model?  On a worksheet, copy data in columns, so first column has i values, 2nd column has ( values, 3rd column has (  – (* values (you must make this column with a formula) and the 4th column has (Y – Y*)/Y*.  Regress the equation for the period 1987 Q4-2004 Q3, the Greenspan period.  Lab 1 suggested the fit is best in this period.  To run the regression in Excel, use the Tools/Data Analysis…/Regression command.  (You may have to install the Add-in Analysis Tool Pack)  Select the data as required.  Check the following options:  “Confidence level 95”, “New Worksheet ply” (give a name), and “Residuals”.  If you were to do this, what would happen?

The regression would not work.  The problem is known as perfect multicollinarity.  The (  and ((  – (*) variables are nearly identical, since (* is a constant.  As a result, the regression is invalid.  If you think about it, how is one to determine the values of coefficients (1 and (2 if their variables are the same?  It is simply impossible.  As a result, we must rewrite the regression equation to avoid redundancies.
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Now we can form the regression equation:
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where:
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To run this regression, delete the ((  – (*)  column from the data, and run the regression again.  Use a new worksheet ply name.  Now it will work!  But we can’t individually identify r* and (*.

Goals
· Interpret reported t statistics.  Are the reported t stats the appropriate tests to make?  (No)

· Add a few rows under the regression results (before the residuals) to compute (1, (2, r* given (* = 2% and (* given r*  = 2%

· Do the appropriate tests:  
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 where s is the standard error, and a “hat” implies estimated value, and the plain ( is hypothesized value.  Excel reports the standard error for you.  
Use =TDIST(t, df, tails) to find the p –value.  The degrees of freedom = n - # coefficients estimated (in this case the # of coefficients = 3).

· Construct a chart of predicted, residual, and actual values.  From the residual data provided by Excel
- Copy the year.quarter names down through the observations numbers using “Paste special/Values”
- Form a column for actual values.  You can do this by copying the data from the data ply, or by using the equation formula Actual = Predicted + Residual (since residual = actual – predicted)
- Plot a scatter plot, and make it look nice.

· Is there anything usual about the residuals?  (Yes, but do not write this up.)

Paper assignment
Your paper should have all of the sections of a regular paper, with appropriate headings.  The total length should be about 5 pages.

· Write up the results from Lab 1:  summarize Taylor (1993) as the lit review, write the equation in the equation editor, provide summary statistics of the data, include the comparison over time chart, write up hypothesis test for whether the correlation is statistically significantly different from zero. (H0:  r=0)

· Add summary Judd and Rudebusch (1998) to the literature review

· Add a summary of what we did in class to the literature review – pretend it is a published paper.

· Conduct and write up a regression analysis like the one completed in the lab for the following time period:

· [student names]:  Full period (1970 Q1 – 2004 Q4)

· [student names]:  Burns (1970 Q1 – 1978 Q1)

· [student names]:  Volcker (1979 Q3 – 1987 Q2)

· Calculate (1, (2 and (* given r*=2% for discussion in lab class on [date].

· Incorporate clean actual/estimated/residual chart of the assigned period into your paper.

· Conduct an analysis (hypothesis test) to determine whether the parameter values in your assigned time period correspond to those chosen by Taylor.  Because this is only practice, only write up the following hypothesis test:  in your time period, is the estimated (1 statistically different from the value chosen by Taylor? 

· You should formally describe the test, and describe (and/or defend) all aspects of it:  the hypothesized value, the statistic, degrees of freedom, number of tails, and p-value.  Come see me if you need any help.

· Feel free to help each other on this paper, but construct the results (and write up the paper) yourselves.
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